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Preface

The study of human learning continues to develop and expand. As researchers from var-
ious theoretical traditions test their ideas and hypotheses in basic and applied settings,
their research “ndings give rise to improvements in teaching and learning by students of
all ages. Especially noteworthy is how topics once seen as not intimately connected with
learning„such as motivation, technology, and self-regulation„are increasingly being
addressed by researchers and practitioners.

Although the “eld of learning is ever changing, the primary objectives of this sixth
edition remain the same as those of the previous editions: (a) to inform students of learn-
ing theoretical principles, concepts, and research findings, especially as they relate to
education and (b) to provide applications of principles and concepts in settings where
teaching and learning occur. The text continues to focus on cognition, although behav-
iorism also is discussed. This cognitive focus is consistent with the contemporary con-
structivist emphasis on active learners who seek, form, and modify their knowledge,
skills, strategies, and beliefs.

STRUCTURE OF THIS TEXT

The text•s 10 chapters are organized as follows. The introductory chapter discusses learn-
ing theory, research, and issues, as well as historical foundations of the study of learning
and the relation of learning to instruction. At the end of this chapter are three scenarios
involving elementary, secondary, and university settings. Throughout the text, these three
settings are used to demonstrate applications of principles of learning, motivation, and
self-regulation. Chapter 2 discusses the neuroscience of learning. Presenting this material
early in the text is bene“cial so that readers better understand subsequent links made be-
tween brain functions and cognitive and constructivist learning principles. Behaviorism,
which dominated the “eld of learning for many years, is addressed in Chapter 3. Current
cognitive and constructivist views of learning are covered in the next four chapters: social
cognitive theory; information processing theory; constructivism; and cognitive learning
processes. The “nal three chapters cover topics relevant to and closely integrated with
learning theories: motivation; self-regulation; and development.

NEW TO THIS EDITION

Readers familiar with prior editions will notice many content and organizational changes in
this edition, which reflect evolving theoretical and research emphases. Self-regulation,
which in recent editions was covered in other chapters, now is a chapter on its own. This
chapter highlights the importance of self-regulation in learning and re”ects the increasing

x



emphasis on self-regulation by researchers and practitioners. Given the prevalence of tech-
nology in schools and homes, the text includes new sections on learning from electronic
media and in computer-based learning environments. In prior editions, content-area learn-
ing and instructional models were covered in separate chapters. In this sixth edition, this
material is integrated into other chapters at appropriate places, which provides better co-
herence and connection between learning and content instruction. Some chapters have
been reordered in the text, and some topics have been shifted within chapters to provide
a better ”ow. The continued growth of research relevant to academic learning led to new
terms incorporated into the glossary and to more than 140 new references.

This edition continues to provide many examples of learning concepts and principles
applied to settings where learning occurs. Each chapter after the introductory chapter
contains a new section on instructional applications. Chapters open with vignettes that il-
lustrate some of the principles discussed in the chapters and also contain many informal
examples and detailed applications. Many of the latter are set in the scenarios described
in Chapter 1. Most of the applications in the chapters pertain to K-12 learners, but appli-
cations also address younger and older students and learning in out-of-school settings.

The text is intended for use by graduate students in education or related disciplines,
as well as by upper-level undergraduates interested in education. It is assumed that most
students have taken a prior course in education or psychology and currently work in an
educational capacity or anticipate pursuing an educational career. In addition to courses
on learning, the text is appropriate for any course that covers learning in some depth,
such as courses on motivation, educational psychology, human development, and in-
structional design.
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1
Introduction to the
Study of Learning

Russ Nyland teaches an education course for graduate students on cognitive
instruction and learning. It is toward the end of the semester, and, as class “nishes
one day, three students approach him: Jeri Kendall, Matt Bowers, and Trisha
Pascella.

Russ: What•s up? Wasn•t I clear today?

Jeri: Dr. Nyland, can we talk with you? We•ve been talking, and it•s late in the
course and we•re still confused.

Russ: About what?

Jeri: Well, we•ve been studying all these theorists. It seems like they•re saying
different things, but maybe not. Bandura, Bruner, Anderson, Vygotsky, and
the others. They make different points, but then some of what they say
seems to overlap what others say.

Matt: Yeah, I•m so confused. I read these theorists and think like, yeah, I agree
with that. But then it seems like I agree with everything. I thought you
were supposed to have one theory, to believe one way and not others. But
it seems like there•s a lot of overlap between theories.

Russ: You•re right Matt, there is. Most of what we•ve studied in this course are
cognitive theories, and they are alike because they say that learning
involves changes in cognitions„knowledge, skills, beliefs. Most theorists
also say that learners construct their knowledge and beliefs; they don•t
automatically adopt what somebody tells them. So yes, there is much
overlap.

Trisha: So then what are we to do? Am I supposed to be something like an
information processing theorist, a social cognitive theorist, a constructivist?
That•s what I•m confused about.

Russ: No, you don•t have to be one or the other. There may be one theory that
you like better than the others, but maybe that theory doesn•t address
everything you want it to. So then you can borrow from other theories. For
example, when I was in grad school I worked with a professor whose
specialty was cognitive learning. There was another professor who did

Chapter
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2 Chapter 1

developmental research. I really liked her research, probably because I had
been a teacher and was interested in development, especially the changes
in kids from elementary to middle school. So I was a learning theorist who
borrowed from the developmental literature and still do. It•s ok to do that!

Jeri: Well that makes me feel better. But it•s late in the course, and I guess I
want to know what I should be doing next.

Russ: Tell you what„next class I•ll spend some time on this. A good place to
start is not to decide which type of theorist you are, but rather determine
what you believe about learning and what types of learning you•re
interested in. Then you can see which theory matches up well to your
beliefs and assumptions and maybe do as I did„borrow from others.

Matt: Isn•t that what you call being eclectic?

Russ: Perhaps, but you may still have one preferred theory that you then adapt
as needed. That•s okay to do. In fact, that•s how theories are improved„by
incorporating ideas that weren•t in them originally.

Trisha: Thanks Dr. Nyland. This is really helpful.

Learning involves acquiring and modifying
knowledge, skills, strategies, beliefs, attitudes,
and behaviors. People learn cognitive, linguis-
tic, motor, and social skills, and these can take
many forms. At a simple level, children learn
to solve 2 � 2 � ?, to recognize y in the word
daddy, to tie their shoes, and to play with
other children. At a more complex level, stu-
dents learn to solve long-division problems,
write term papers, ride a bicycle, and work co-
operatively on a group project.

This book is about how human learning
occurs, which factors influence it, and how
learning principles apply in various educational
contexts. Animal learning is de-emphasized,
which is not intended to downgrade its impor-
tance because we have gained much knowl-
edge about learning from animal research. But
human learning is fundamentally different from
animal learning because human learning is
more complex, elaborate, rapid, and typically
involves language.

This chapter provides an overview of the
study of learning. Initially, learning is defined
and examined in settings where it occurs. An

overview is given of some important philo-
sophical and psychological precursors of con-
temporary theories that helped to establish
the groundwork for the application of learn-
ing theories to education. The roles of learn-
ing theory and research are discussed, and
methods commonly used to assess learning
are described. The links between learning
theories and instruction are explained, after
which critical issues in the study of learning
are presented.

At the end of this chapter are three scenar-
ios that involve learning with elementary, sec-
ondary, and college students. Background in-
formation is given about the learners, teachers,
instruction, content, setting, and other features.
In subsequent chapters, these scenarios will be
used to exemplify the operation of learning
principles. Readers will benefit from seeing
how different learning principles are applied in
an integrated fashion in the same settings.

The opening scenario describes a situation
that happens to many students when they take
a course in learning, instruction, or motivation
and are exposed to different theories. Students
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often think that they are supposed to believe
in one theory and adopt the views of those
theorists. They often are confused by the per-
ceived overlap between theories.

As Russ says, that is normal. Although the-
ories differ in many ways, including their gen-
eral assumptions and guiding principles,
many rest on a common foundation. This text
focuses on cognitive views of learning, which
contend that learning involves changes in
learners• cognitions„their thoughts, beliefs,
skills, and the like. These theories differ in
how they predict that learning occurs„in the
processes of learning„and in what aspects of
learning they stress. Thus, some theories are
oriented more toward basic learning and
others toward applied learning (and, within
that, in different content areas); some stress
the role of development, others are strongly
linked with instruction; and some emphasize
motivation.

Russ advises his students to examine
their beliefs and assumptions about learning
rather than decide which type of theorist
they are. This is good advice. Once it is clear
in our minds where we stand on learning in
general, then the theoretical perspective or
perspectives that are most relevant will
emerge. As you study this text, it will help if
you reflect on your beliefs and assumptions
about learning and decide how these align
with the theories.

This chapter should help to prepare you
for an in-depth study of learning by providing
a framework for understanding learning and
some background material against which to
view contemporary theories. When you “nish
studying this chapter, you should be able to do
the following:

� De“ne learning and identify instances of
learned and unlearned phenomena.

� Distinguish between rationalism and em-
piricism and explain the major tenets of
each.

� Discuss how the work of Wundt,
Ebbinghaus, the Structuralists, and the
Functionalists helped to establish psychol-
ogy as a science.

� Describe the major features of different
research paradigms.

� Discuss the central features of different
methods of assessing learning.

� State some instructional principles com-
mon to many learning theories.

� Explicate the ways that learning theory
and educational practice complement and
re“ne one another.

� Explain differences between behavioral
and cognitive theories with respect to var-
ious issues in the study of learning.

LEARNING DEFINED

People agree that learning is important, but they hold different views on the causes,
processes, and consequences of learning. There is no one de“nition of learning that is
universally accepted by theorists, researchers, and practitioners (Shuell, 1986). Although
people disagree about the precise nature of learning, the following is a general de“nition
of learning that is consistent with this book•s cognitive focus and that captures the crite-
ria most educational professionals consider central to learning.

Learning is an enduring change in behavior, or in the capacity to behave in a given fashion,
which results from practice or other forms of experience.



4 Chapter 1

Let us examine this de“nition in depth to identify three criteria for learning (Table 1.1).
One criterion is that learning involves change„in behavior or in the capacity for be-

havior. People learn when they become capable of doing something differently. At the
same time, we must remember that learning is inferential. We do not observe learning di-
rectly but rather its products or outcomes. Learning is assessed based on what people say,
write, and do. But we also add that learning involves a changed capacity to behave in a
given fashion because it is not uncommon for people to learn skills, knowledge, beliefs,
or behaviors without demonstrating them at the time learning occurs (Chapter 4).

A second criterion is that learning endures over time. This excludes temporary behav-
ioral changes (e.g., slurred speech) brought about by such factors as drugs, alcohol, and
fatigue. Such changes are temporary because when the cause is removed, the behavior re-
turns to its original state. But learning may not last forever because forgetting occurs. It is
debatable how long changes must last to be classi“ed as learned, but most people agree
that changes of brief duration (e.g., a few seconds) do not qualify as learning.

A third criterion is that learning occurs through experience(e.g., practice, observation
of others). This criterion excludes behavioral changes that are primarily determined by
heredity, such as maturational changes in children (e.g., crawling, standing). Nonetheless,
the distinction between maturation and learning often is not clear-cut. People may be ge-
netically predisposed to act in given ways, but the actual development of the particular
behaviors depends on the environment. Language offers a good example. As the human
vocal apparatus matures, it becomes able to produce language; but the actual words pro-
duced are learned from interactions with others. Although genetics are critical for chil-
dren•s language acquisition, teaching and social interactions with parents, teachers, and
peers exert a strong in”uence on children•s language achievements (Mashburn, Justice,
Downer, & Pianta, 2009). In similar fashion, with normal development children crawl and
stand, but the environment must be responsive and allow these behaviors to occur.
Children whose movements are forcibly restrained do not develop normally.

PRECURSORS OF MODERN LEARNING THEORIES

The roots of contemporary theories of learning extend far into the past. Many of the is-
sues addressed and questions asked by modern researchers are not new but rather re”ect
a desire for people to understand themselves, others, and the world about them.

This section traces the origins of contemporary learning theories, beginning with a
discussion of philosophical positions on the origin of knowledge and its relation to the
environment and concluding with some early psychological views on learning. This re-
view is selective and includes historical material relevant to learning in educational set-
tings. Readers interested in a comprehensive discussion should consult other sources
(Bower & Hilgard, 1981; Heidbreder, 1933; Hunt, 1993).

Table 1.1
Criteria of learning.

� Learning involves change

� Learning endures over time

� Learning occurs through experience
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Learning Theory and Philosophy

From a philosophical perspective, learning can be discussed under the heading of
epistemology, which refers to the study of the origin, nature, limits, and methods of knowl-
edge. How can we know? How can we learn something new? What is the source of
knowledge? The complexity of how humans learn is illustrated in this excerpt from Plato•s
Meno (427?…347? B.C.):

I know, Meno, what you mean . . . You argue that a man cannot enquire (sic) either about that
which he knows, or about that which he does not know; for if he knows, he has no need to
enquire (sic); and if not, he cannot; for he does not know the very subject about which he is
to enquire (sic). (1965, p. 16)

Two positions on the origin of knowledge and its relationship to the environment are
rationalism and empiricism. These positions are recognizable in current learning theories.

Rationalism. Rationalism refers to the idea that knowledge derives from reason without
recourse to the senses. The distinction between mind and matter, which “gures promi-
nently in rationalist views of human knowledge, can be traced to Plato, who distinguished
knowledge acquired via the senses from that gained by reason. Plato believed that things
(e.g., houses, trees) are revealed to people via the senses, whereas individuals acquire
ideas by reasoning or thinking about what they know. People have ideas about the world,
and they learn (discover) these ideas by re”ecting upon them. Reason is the highest men-
tal faculty because through reason people learn abstract ideas. The true nature of houses
and trees can be known only by re”ecting upon the ideas of houses and trees.

Plato escaped the dilemma in Meno by assuming that true knowledge, or the knowl-
edge of ideas, is innate and is brought into awareness through re”ection. Learning is re-
calling what exists in the mind. Information acquired with the senses by observing, lis-
tening, tasting, smelling, or touching constitutes raw materials rather than ideas. The mind
is innately structured to reason and provide meaning to incoming sensory information.

The rationalist doctrine also is evident in the writings of René Descartes (1596…1650),
a French philosopher and mathematician. Descartes employed doubt as a method of in-
quiry. By doubting, he arrived at conclusions that were absolute truths and not subject to
doubt. The fact that he could doubt led him to believe that the mind (thought) exists, as
re”ected in his dictum, •I think, therefore I am.Ž Through deductive reasoning from gen-
eral premises to speci“c instances, he proved that God exists and concluded that ideas ar-
rived at through reason must be true.

Like Plato, Descartes established a mind…matter dualism; however, for Descartes the ex-
ternal world was mechanical, as were the actions of animals. People are distinguished by
their ability to reason. The human soul, or the capacity for thought, in”uences the body•s
mechanical actions, but the body acts on the mind by bringing in sensory experiences.
Although Descartes postulated dualism, he also hypothesized mind…matter interaction.

The rationalist perspective was extended by the German philosopher Immanuel Kant
(1724…1804). In his Critique of Pure Reason(1781), Kant addressed mind…matter dualism
and noted that the external world is disordered but is perceived as orderly because order
is imposed by the mind. The mind takes in the external world through the senses and al-
ters it according to subjective, innate laws. The world never can be known as it exists but
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only as it is perceived. People•s perceptions give the world its order. Kant reaf“rmed the
role of reason as a source of knowledge, but contended that reason operates within the
realm of experience. Absolute knowledge untouched by the external world does not
exist. Rather, knowledge is empirical in the sense that information is taken in from the
world and interpreted by the mind.

In summary, rationalism is the doctrine that knowledge arises through the mind.
Although there is an external world from which people acquire sensory information,
ideas originate from the workings of the mind. Descartes and Kant believed that reason
acts upon information acquired from the world; Plato thought that knowledge can be ab-
solute and acquired by pure reason.

Empiricism. In contrast to rationalism, empiricism refers to the idea that experience is the
only source of knowledge. This position derives from Aristotle (384…322 B.C.), who was
Plato•s student and successor. Aristotle drew no sharp distinction between mind and mat-
ter. The external world is the basis for human sense impressions, which, in turn, are in-
terpreted as lawful (consistent, unchanging) by the mind. The laws of nature cannot be
discovered through sensory impressions, but rather through reason as the mind takes in
data from the environment. Unlike Plato, Aristotle believed that ideas do not exist inde-
pendently of the external world. The latter is the source of all knowledge.

Aristotle contributed to psychology with his principles of association as applied to mem-
ory. The recall of an object or idea triggers recall of other objects or ideas similar to, differ-
ent from, or experienced close, in time or space, to the original object or idea. The more that
two objects or ideas are associated, the more likely that recall of one will trigger recall of the
other. The notion of associative learning is prominent in many learning theories.

Another influential figure was British philosopher John Locke (1632…1704), who de-
veloped a school of thought that was empirical but that stopped short of being truly ex-
perimental (Heidbreder, 1933). In his Essay Concerning Human Understanding(1690),
Locke noted that there are no innate ideas; all knowledge derives from two types of ex-
perience: sensory impressions of the external world and personal awareness. At birth
the mind is a tabula rasa (blank tablet). Ideas are acquired from sensory impressions
and personal reflections on these impressions. Nothing can be in the mind that does
not originate in the senses. The mind is composed of ideas that have been combined in
different ways. The mind can be understood only by breaking down ideas into simple
units. This atomistic notion of thought is associationist; complex ideas are collections of
simple ones.

The issues Locke raised were debated by such profound thinkers as George
Berkeley (1685…1753), David Hume (1711…1776), and John Stuart Mill (1806…1873).
Berkeley believed that mind is the only reality. He was an empiricist because he be-
lieved that ideas derive from experiences. Hume agreed that people never can be certain
about external reality, but he also believed that people cannot be certain about their
own ideas. Individuals experience external reality through their ideas, which constitute
the only reality. At the same time, Hume accepted the empiricist doctrine that ideas de-
rive from experience and become associated with one another. Mill was an empiricist
and associationist, but he rejected the idea that simple ideas combine in orderly ways to
form complex ones. Mill argued that simple ideas generate complex ideas, but that the
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latter need not be composed of the former. Simple ideas can produce a complex thought
that might bear little obvious relation to the ideas of which it is composed. Mill•s beliefs
re”ect the notion that the whole is greater than the sum of its parts, which is an integral
assumption of Gestalt psychology (Chapter 5).

In summary, empiricism holds that experience is the only form of knowledge.
Beginning with Aristotle, empiricists have contended that the external world serves as the
basis for people•s impressions. Most accept the notion that objects or ideas associate to
form complex stimuli or mental patterns. Locke, Berkeley, Hume, and Mill are among the
better-known philosophers who espoused empiricist views.

Although philosophical positions and learning theories do not neatly map onto one
another, conditioning theories (Chapter 3) typically are empiricist whereas cognitive the-
ories (Chapters 4…6) are more rationalistic. Overlap often is evident; for example, most
theories agree that much learning occurs through association. Cognitive theories stress as-
sociation between cognitions and beliefs; conditioning theories emphasize the association
of stimuli with responses and consequences.

Beginnings of the Psychological Study of Learning

The formal beginning of psychology as a science is dif“cult to pinpoint (Mueller, 1979),
although systematic psychological research began to appear in the latter part of the nine-
teenth century. Two persons who had a signi“cant impact on learning theory are Wundt
and Ebbinghaus.

Wundt•s Psychological Laboratory.The first psychological laboratory was opened by
Wilhelm Wundt (1832…1920) in Leipzig, Germany, in 1879, although William James had
started a teaching laboratory at Harvard University four years earlier (Dewsbury, 2000).
Wundt wanted to establish psychology as a new science. His laboratory acquired an inter-
national reputation with an impressive group of visitors, and he founded a journal to re-
port psychological research. The “rst research laboratory in the United States was opened
in 1883 by G. Stanley Hall (Dewsbury, 2000; see Chapter 10).

Establishing a psychological laboratory was particularly signi“cant because it marked
the transition from formal philosophical theorizing to an emphasis on experimentation
and instrumentation (Evans, 2000). The laboratory was a collection of scholars who con-
ducted research aimed at scienti“cally explaining phenomena (Benjamin, 2000). In his
book Principles of Physiological Psychology(1873), Wundt contended that psychology is
the study of the mind. The psychological method should be patterned after the physio-
logical method; that is, the process being studied should be experimentally investigated
in terms of controlled stimuli and measured responses.

Wundt•s laboratory attracted a cadre of researchers to investigate such phenomena as
sensation, perception, reaction times, verbal associations, attention, feelings, and emo-
tions. Wundt also was a mentor for many psychologists who subsequently opened labo-
ratories in the United States (Benjamin, Durkin, Link, Vestal, & Acord, 1992). Although
Wundt•s laboratory produced no great psychological discoveries or critical experiments, it
established psychology as a discipline and experimentation as the method of acquiring
and re“ning knowledge.
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Ebbinghaus•s Verbal Learning.Hermann Ebbinghaus (1850…1909) was a German psy-
chologist who was not connected with Wundt•s laboratory but who also helped to val-
idate the experimental method and establish psychology as a science. Ebbinghaus in-
vestigated higher mental processes by conducting research on memory. He accepted
the principles of association and believed that learning and the recall of learned infor-
mation depend on the frequency of exposure to the material. Properly testing this hy-
pothesis required using material with which participants were unfamiliar. Ebbinghaus
invented nonsense syllables, which are three-letter consonant-vowel-consonant combi-
nations (e.g., cew, tij).

Ebbinghaus was an avid researcher who often used himself as the subject of study. In
a typical experiment, he would devise a list of nonsense syllables, look at each syllable
briefly, pause, and then look at the next syllable. He determined how many times
through the list (trials) it took to him learn the entire list. He made fewer errors with re-
peated study of the list, needed more trials to learn more syllables, forgot rapidly at “rst
but then more gradually, and required fewer trials to relearn syllables than to learn them
the “rst time. He also studied a list of syllables some time after original learning and cal-
culated a savings score, de“ned as the time or trials necessary for relearning as a percent-
age of the time or trials required for original learning. He memorized some meaningful
passages and found that meaningfulness made learning easier. Ebbinghaus compiled the
results of his research in the book Memory (1885/1964).

Although important historically, there are concerns about this research. Ebbinghaus
typically employed only one participant (himself), and it is unlikely he was unbiased or a
typical learner. We also might question how well results for learning nonsense syllables
generalize to meaningful learning (e.g., text passages). Nonetheless, he was a careful re-
searcher, and many of his “ndings later were validated experimentally. He was a pioneer
in bringing higher mental processes into the experimental laboratory.

Structuralism and Functionalism

The work by Wundt and Ebbinghaus was systematic but con“ned to particular locations
and of limited in”uence on psychological theory. The turn of the century marked the be-
ginning of more widespread schools of psychological thought. Two perspectives that
emerged were structuralism and functionalism. Although neither exists as a uni“ed doc-
trine today, their early proponents were in”uential in the history of psychology as it re-
lates to learning.

Structuralism. Edward B. Titchener (1867…1927) was Wundt•s student in Leipzig. In 1892
he became the director of the psychology laboratory at Cornell University. He imported
Wundt•s experimental methods into U.S. psychology.

Titchener•s psychology, which eventually became known as structuralism, repre-
sented a combination of associationism with the experimental method. Structuralists be-
lieved that human consciousness is a legitimate area of scienti“c investigation, and they
studied the structure or makeup of mental processes. They postulated that the mind is
composed of associations of ideas and that to study the complexities of the mind, one
must break down these associations into single ideas (Titchener, 1909).
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The experimental method used often by Wundt, Titchener, and other structuralists
was introspection, which is a type of self-analysis. Titchener noted that scientists rely
on observation of phenomena and that introspection is a form of observation.
Participants in introspection studies verbally reported their immediate experiences fol-
lowing exposure to objects or events. For example, if shown a table they might report
their perceptions of shape, size, color, and texture. They were told not to label or re-
port their knowledge about the object or the meanings of their perceptions. Thus, if
they verbalized •tableŽ while viewing a table, they were attending to the stimulus rather
than to their conscious processes.

Introspection was a uniquely psychological process and helped to demarcate psy-
chology from the other sciences. It was a professional method that required training in its
use so that an introspectionist could determine when individuals were examining their
own conscious processes rather than their interpretations of phenomena.

Unfortunately, introspection often was problematic and unreliable. It is dif“cult and
unrealistic to expect people to ignore meanings and labels. When shown a table, it is nat-
ural that people say •table,Ž think of uses, and draw on related knowledge. The mind is
not structured to compartmentalize information so neatly, so by ignoring meanings intro-
spectionists disregarded a central aspect of the mind. Watson (Chapter 3) decried the use
of introspection, and its problems helped to rally support for an objective psychology that
studied only observable behavior (Heidbreder, 1933). Edward L. Thorndike, a prominent
psychologist (Chapter 3), contended that education should be based on scienti“c facts,
not opinions (Popkewitz, 1998). The ensuing emphasis on behavioral psychology domi-
nated U.S. psychology for the “rst half of the twentieth century.

Another problem was that structuralists studied associations of ideas, but they had
little to say about how these associations are acquired. Further, it was not clear that intro-
spection was the appropriate method to study such higher mental processes as reasoning
and problem solving, which are removed from immediate sensation and perception.

Functionalism. While Titchener was at Cornell, developments in other locales challenged
the validity of structuralism. Among these was work by the functionalists. Functionalism
is the view that mental processes and behaviors of living organisms help them adapt to
their environments (Heidbreder, 1933). This school of thought ”ourished at the University
of Chicago with John Dewey (1867…1949) and James Angell (1869…1949). An especially
prominent functionalist was William James (1842…1910). Functionalism was the dominant
American psychological perspective from the 1890s until World War I (Green, 2009).

James•s principal work was the two-volume series, The Principles of Psychology
(1890), which is considered one of the greatest psychology texts ever written (Hall, 2003).
An abridged version was published for classroom use (James, 1892). James was an em-
piricist who believed that experience is the starting point for examining thought, but he
was not an associationist. He thought that simple ideas are not passive copies of environ-
mental inputs but rather are the product of abstract thought and study (Pajares, 2003).

James (1890) postulated that consciousness is a continuous process rather than a col-
lection of discrete bits of information. One•s •stream of thoughtŽ changes as experiences
change. •Consciousness, from our natal day, is of a teeming multiplicity of objects and re-
lations, and what we call simple sensations are results of discriminative attention, pushed
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often to a very high degreeŽ (Vol. I, p. 224). James described the purpose of conscious-
ness as helping individuals adapt to their environments.

Functionalists incorporated James•s ideas into their doctrine. Dewey (1896) argued that
psychological processes could not be broken into discrete parts and that consciousness must
be viewed holistically. •StimulusŽ and •responseŽ describe the roles played by objects or
events, but these roles could not be separated from the overall reality (Bredo, 2003). Dewey
cited an example from James (1890) about a baby who sees a candle burning, reaches out to
grasp it, and experiences burned “ngers. From a stimulus…response perspective, the sight of
the candle is a stimulus and reaching is a response; getting burned (pain) is a stimulus for the
response of withdrawing the hand. Dewey argued that this sequence is better viewed as one
large coordinated act in which seeing and reaching in”uence each other.

Functionalists were in”uenced by Darwin•s writings on evolution and studied the utility
of mental processes in helping organisms adapt to their environments and survive (Bredo,
2003; Green, 2009). Functional factors were bodily structures, consciousness, and such cog-
nitive processes as thinking, feeling, and judging. Functionalists were interested in how men-
tal processes operate, what they accomplish, and how they vary with environmental condi-
tions. They also saw the mind and body as interacting rather than existing separately.

Functionalists opposed the introspection method, not because it studied consciousness
but rather because of how it studied consciousness. Introspection attempted to reduce con-
sciousness to discrete elements, which functionalists believed was not possible. Studying a
phenomenon in isolation does not reveal how it contributes to an organism•s survival.

Dewey (1900) argued that the results of psychological experiments should be appli-
cable to education and daily life. Although this goal was laudable, it also was problematic
because the research agenda of functionalism was too broad to offer a clear focus. This
weakness paved the way for the rise of behaviorism as the dominant force in U.S. psy-
chology (Chapter 3). Behaviorism used experimental methods, and it was psychology•s
emphasis on experimentation and observable phenomena that helped to “rmly secure its
standing as a science (Asher, 2003; Tweney & Budzynski, 2000).

LEARNING THEORY AND RESEARCH

Theory and research are integral to the study of learning. This section discusses some
general functions of theory, along with key aspects of the research process.

Functions of Theory

A theory is a scienti“cally acceptable set of principles offered to explain a phenomenon.
Theories provide frameworks for interpreting environmental observations and serve as
bridges between research and education (Suppes, 1974). Research “ndings can be orga-
nized and systematically linked to theories. Without theories, people could view research
“ndings as disorganized collections of data, because researchers and practitioners would
have no overarching frameworks to which the data could be linked. Even when researchers
obtain “ndings that do not seem to be directly linked to theories, they still must attempt to
make sense of data and determine whether the data support theoretical predictions.
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Theories reflect environmental phenomena and generate new research through
hypotheses, or assumptions, that can be empirically tested. Hypotheses often can be stated
as if-then statements: •If I do X, then Y should occur,Ž where X and Y might be such
events as •praise students for their progress in learningŽ and •raise their self-con“dence
and achievement,Ž respectively. Thus, we might test the hypothesis, •If we praise students
when they make progress in learning, then they should display higher self-con“dence
and achievement than students who are not praised for their progress.Ž A theory is
strengthened when hypotheses are supported by data. Theories may require revision if
data do not support hypotheses.

Researchers often explore areas where there is little theory to guide them. In that
case they formulate research objectives or questions to be answered. Regardless of
whether researchers are testing hypotheses or exploring questions, they need to specify
the research conditions as precisely as possible. Because research forms the basis for the-
ory development and has important implications for teaching, the next section examines
types of research and the process of conducting research.

Conducting Research

To specify the research conditions, we need to answer such questions as: Who will par-
ticipate? Where will the study be conducted? What procedures will be employed? What
are the variables and outcomes to be assessed?

We must de“ne precisely the phenomena we are studying. We provide conceptual
de“nitions of phenomena and also de“ne them operationally, or in terms of the opera-
tions, instruments, and procedures we use to measure the phenomena. For example, we
might de“ne self-ef“cacy (covered in Chapter 4) conceptually as one•s perceived capabil-
ities for learning or performing a task and operationally by specifying how we assess
self-ef“cacy in our study (e.g., one•s score on a 30-item questionnaire). In addition to
defining operationally the phenomena we study, we also must be precise about the
procedure we follow. Ideally, we specify conditions so precisely that, after reading the
description, another researcher could replicate our study.

Research studies that explore learning employ various types of paradigms (models).
The following paragraphs describe the correlational, experimental, and qualitative para-
digms, followed by a discussion of laboratory and “eld studies (Table 1.2).

Table 1.2
Learning research paradigms.

Type Qualities

Correlational Examines relations between variables

Experimental One or more variables are altered and effects on other variables are assessed

Qualitative Concerned with description of events and interpretation of meanings

Laboratory Project conducted in a controlled setting

Field Project conducted in a natural setting (e.g., school, home, work)
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Correlational Research.Correlational researchdeals with exploring relations that exist be-
tween variables. A researcher might hypothesize that self-ef“cacy is positively correlated
with (related to) achievement such that the higher the students• self-ef“cacy, the higher they
achieve. To test this relation, the researcher might measure students• self-ef“cacy for solving
mathematical problems and then assess how well they actually solve the problems. The re-
searcher could statistically correlate the self-ef“cacy and achievement scores to determine
the direction of the relation (positive, negative) and its strength (high, medium, low).

Correlational research helps to clarify relations among variables. Correlational “nd-
ings often suggest directions for further research. If the researcher were to obtain a high
positive correlation between self-ef“cacy and achievement, the next study might be an
experiment that attempts to raise students• self-efficacy for learning and determine
whether such an increase produces higher achievement.

A limitation of correlational research is that it cannot identify cause and effect. A pos-
itive correlation between self-ef“cacy and achievement could mean that (a) self-ef“cacy
influences achievement, (b) achievement influences self-efficacy, (c) self-efficacy and
achievement in”uence each other, or (d) self-ef“cacy and achievement are in”uenced by
other, nonmeasured variables (e.g., parents, teachers). To determine cause and effect, an
experimental study is necessary.

Experimental Research.In experimental researchthe researcher changes one or more (in-
dependent) variables and determines the effects on other (dependent) variables. The ex-
perimental researcher could form two groups of students, systematically raise self-ef“cacy
beliefs among students in one group and not among students in the other group, and as-
sess achievement in the two groups. If the first group performs better, the researcher
might conclude that self-ef“cacy in”uences achievement. While the researcher alters vari-
ables to determine their effects on outcomes, she or he must hold constant other variables
that potentially can affect outcomes (e.g., learning conditions).

Experimental research can clarify cause-effect relations, which helps us understand
the nature of learning. At the same time, experimental research often is narrow in scope.
Researchers typically study only a few variables and try to minimize effects of others,
which is dif“cult to do and often unrealistic. Classrooms and other learning settings are
complex places where many factors operate at once. To say that one or two variables
cause outcomes may overemphasize their importance. It is necessary to replicate experi-
ments and examine other variables to better understand effects.

Qualitative Research. The qualitative research paradigm is characterized by intensive
study, descriptions of events, and interpretation of meanings. The theories and methods
used are referred to under various labels including qualitative, ethnographic, participant
observation, phenomenological, constructivist, and interpretative (Erickson, 1986).

Qualitative research is especially useful when researchers are interested in the struc-
ture of events rather than their overall distributions, when the meanings and perspectives
of individuals are important, when actual experiments are impractical or unethical, and
when there is a desire to search for new potential causal linkages that have not been dis-
covered by experimental methods (Erickson, 1986). Research is varied and can range
from analyses of verbal and nonverbal interactions within single lessons to in-depth
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observations and interviews over longer periods. Methods may include observations, use
of existing records, interviews, and think-aloud protocols (i.e., participants talk aloud
while performing tasks). It is not the choice of method that characterizes this approach„
all of the aforementioned methods could be used in correlational or experimental stud-
ies„but rather the depth and quality of data analysis and interpretation.

The qualitative researcher might be curious about how self-ef“cacy contributes to the
development of skills over time. She or he might work with a small group of students for
several months. Through observations, interviews, and other forms of data collection, the
researcher might examine how students• self-ef“cacy for learning changes in relation to
skill re“nement in reading, writing, and mathematics.

Qualitative research yields rich sources of data, which are more intensive and
thorough than those typically obtained in correlational or experimental research. This
model also can raise new questions and fresh perspectives on old questions that often
are missed by traditional methods. A potential limitation is that qualitative studies typ-
ically include only a few participants, who may not be representative of a larger pop-
ulation of students or teachers. This limits generalization of findings beyond the 
research context. Another limitation is that data collection, analysis, and interpretation
can be time consuming and therefore impractical for students wanting to graduate and
professors wanting to build their publication records! Nonetheless, as a research
model, this paradigm offers a useful approach for obtaining data typically not col-
lected with other methods.

Laboratory and Field Research.Laboratory researchis conducted in controlled settings,
whereas field research is conducted where participants live, work, or attend school.
During the “rst half of the twentieth century, most learning research was conducted on
animals in laboratories. Today most learning research is conducted with people, and
much is done in “eld settings. Any of the preceding research models (experimental, cor-
relational, qualitative) can be applied in the laboratory or the “eld.

Laboratories offer a high degree of control over extraneous factors that can affect re-
sults, such as phones ringing, people talking, windows to look out of, and other persons
in the room who are not part of the study. Light, sound, and temperature can be regu-
lated. Laboratories also allow researchers to leave their equipment set up over lengthy
periods and have all materials at their immediate disposal.

Such control is not possible in the “eld. Schools are noisy, and often it is dif“cult to
“nd space to work. There are numerous distractions: Students and teachers walk by, bells
ring, public announcements are made, and “re drills are held. Rooms may be too bright or
dark, cold or warm, and used for other purposes so researchers have to set up equipment
each time they work. Interpreting results in light of these distractions can be a problem.

An advantage of “eld research is that results are highly generalizable to other similar
settings because studies are conducted where people typically learn. In contrast, general-
ization of laboratory findings to the field is done with less confidence. Laboratory re-
search has yielded many important insights on learning, and researchers often attempt to
replicate laboratory “ndings in the “eld.

Whether we choose the laboratory or the “eld depends on such factors as the pur-
pose of the research, availability of participants, costs, and how we will use the results. If
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we choose the laboratory, we gain control but lose some generalizability, and vice versa
if we choose the “eld. In the “eld, researchers try to minimize extraneous in”uences so
that they can be more con“dent that their results are due to the factors they are studying.

ASSESSMENT OF LEARNING

We know that learning is inferential; we do not observe it directly but rather through its
products and outcomes. Researchers and practitioners who work with students may be-
lieve that students have learned, but the only way to know is to assess learning•s products
and outcomes.

Assessmentinvolves •a formal attempt to determine students• status with respect to ed-
ucational variables of interestŽ (Popham, 2008, p. 6). In school, the educational variable of
interest most often is student achievement in such areas as reading, writing, mathematics,
science, and social studies. Although student achievement always has been critical, its im-
portance was underscored by the federal government•s No Child Left Behind Act of 2001
(Shaul & Ganson, 2005). This act has many provisions (Popham, 2008). Among the most
signi“ cant are the requirements for annual testing of students in grades 3 through 8 and
again in high school in reading and mathematics and for school systems to show increases
in students making adequate yearly progress in these subjects.

Two points are noteworthy with respect to this text. Although accountability often
leads to testing being the means of assessment, the latter includes many measurement
procedures besides testing (described below). Researchers and practitioners want to
know whether learning has occurred, and there may be procedures other than testing
that provide evidence of student learning. Second, students• skills in content areas often
are the learning outcome assessed, but researchers and practitioners may also be inter-
ested in other forms of learning. For example, they may want to know whether students
have learned new attitudes or self-regulation strategies or whether students• interests, val-
ues, self-ef“cacy, and motivation have changed as a result of content learning.

This section covers ways to assess the products or outcomes of learning. These
methods include direct observations, written responses, oral responses, ratings by others,
and self-reports (Table 1.3).

Direct Observations

Direct observationsare instances of student behavior that we observe to assess whether
learning has occurred. Teachers employ direct observations frequently. A chemistry
teacher wants students to learn laboratory procedures. The teacher observes students in
the laboratory to determine whether they are implementing the proper procedures. A
physical education instructor observes students dribble a basketball to assess how well
they have learned the skill. An elementary teacher gauges how well students have
learned the classroom rules based on their class behavior.

Direct observations are valid indexes of learning if they are straightforward and involve
little inference by observers. They work best when the behaviors can be speci“ed and then
the students can be observed to ascertain whether their behaviors match the standard.
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A problem with direct observations is that they focus only on what can be observed
and therefore bypass the cognitive and affective processes that underlie actions. For
example, the chemistry teacher knows that students have learned laboratory procedures
but she or he does not know what the students are thinking about while they are per-
forming the procedures or how con“dent they are about performing well.

A second problem is that, although directly observing a behavior indicates that learn-
ing has occurred, the absence of appropriate behavior does not mean that learning has
not occurred. Learning is not the same as performance. Many factors other than learning
can affect performance. Students may not perform learned actions because they are not
motivated, are ill, or are busy doing other things. We have to rule out these other factors
to conclude from the absence of performance that learning has not occurred. That re-
quires making the assumption„which at times may be unwarranted„that since students
usually try to do their best, if they do not perform, they have not learned.

Written Responses

Learning often is assessed based on students• written responseson tests, quizzes, home-
work, term papers, and reports. Based on the level of mastery indicated in the responses,
teachers decide whether adequate learning has taken place or whether additional in-
struction is needed because students do not fully comprehend the material. For example,
assume that a teacher is planning a unit on the geography of Hawaii. Initially the teacher
assumes that students know little about this topic. A pretest given prior to the start of in-
struction will support the teacher•s belief if the students score poorly. The teacher retests
students following the instructional unit. Gains in test scores lead the teacher to conclude
that learners have acquired some knowledge.

Table 1.3
Methods of assessing learning.

Category De“nition

Direct observations Instances of behavior that demonstrate learning

Written responses Written performances on tests, quizzes, homework, papers, 
and projects

Oral responses Verbalized questions, comments, and responses during learning

Ratings by others Observers• judgments of learners on attributes indicative of learning

Self-reports People•s judgments of themselves

� Questionnaires Written ratings of items or answers to questions

� Interviews Oral responses to questions

� Stimulated recalls Recall of thoughts accompanying one•s performances at given times

� Think-alouds Verbalizing aloud one•s thoughts, actions, and feelings while 
performing a task

� Dialogues Conversations between two or more persons
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Their relative ease of use and capacity for covering a wide variety of material makes
written responses desirable indicators of learning. We assume that written responses re-
”ect learning, but many factors can affect performance of behavior even when students
have learned. Written responses require us to believe that students are trying their best
and that no extraneous factors (e.g., fatigue, illness, cheating) are operating such that
their written work does not represent what they have learned. We must try to identify ex-
traneous factors that can affect performance and cloud assessments of learning.

Oral Responses

Oral responsesare an integral part of the school culture. Teachers call on students to an-
swer questions and assess learning based on what they say. Students also ask questions
during lessons. If their questions indicate a lack of understanding, this is a signal that
proper learning has not occurred.

Like written responses, we assume that oral responses are valid re”ections of what stu-
dents know, which may not always be true. Further, verbalization is a task, and there may
be problems translating what one knows into its oral expression due to unfamiliar termi-
nology, anxiety about speaking, or language dif“culties. Teachers may rephrase what stu-
dents say, but such rephrasing may not accurately re”ect the nature of students• thoughts.

Ratings by Others

Another way to assess learning is for individuals (e.g., teachers, parents, administrators,
researchers, peers) to rate students on the quantity or quality of their learning. These
ratings by others(e.g., •How well can Timmy solve problems of the type 52 � 36 � ?Ž
•How much progress has Alicia made in her printing skills in the past 6 months?Ž) provide
useful data and can help to identify students with exceptional needs (e.g., •How often
does Matt need extra time to learn?Ž •How quickly does Jenny “nish her work?Ž).

An advantage of ratings by others is that observers may be more objective about stu-
dents than students are about themselves (self-reports, discussed next). Ratings also can
be made for learning processes that underlie actions (e.g., comprehension, motivation, at-
titudes) and thereby provide data not attainable through direct observations; for example,
•How well does Seth comprehend the causes of World War II?Ž But ratings by others re-
quire more inference than do direct observations. It may be problematic to accurately rate
students• ease of learning, depth of understanding, or attitudes. Further, ratings require
observers to remember what students do and will be distorted when raters selectively re-
member only positive or negative behaviors.

Self-Reports

Self-reportsare people•s assessments of and statements about themselves. Self-reports take
various forms: questionnaires, interviews, stimulated recalls, think-alouds, and dialogues.

Questionnaires present respondents with items or questions asking about their
thoughts and actions. Respondents may record the types of activities they engage in, rate
their perceived levels of competence, and judge how often or how long they engage in
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them (e.g., •How long have you been studying Spanish?Ž •How dif“cult is it for you to
learn geometric theorems?Ž). Many self-report instruments ask respondents to record rat-
ings on numerical scales (•On a 10-point scale, where 1 � low and 10 � high, rate how
good you are at reducing fractions.Ž).

Interviews are a type of questionnaire in which an interviewer presents the questions
or points to discuss and the respondent answers orally. Interviews typically are conducted
individually, although groups can be interviewed. A researcher might describe a learning
context and ask students how they typically learn in that setting (e.g., •When the French
teacher begins a lesson, what are your thoughts? How well do you think you will do?Ž).
Interviewers may need to prompt respondents if replies are too brief or not forthcoming.

In the stimulated recall procedure, people work on a task and afterward recall their
thoughts at various points during the task. Interviewers query them (e.g., •What were you
thinking about when you got stuck here?Ž). If the performance was videotaped, respon-
dents subsequently watch it and recollect, especially when interviewers stop the record-
ing and ask questions. It is imperative that the recall procedure be accomplished soon
after the performance so that participants do not forget their thoughts.

Think-alouds are procedures in which students verbalize their thoughts, actions, and
feelings while working on a task. Verbalizations may be recorded by observers and subse-
quently scored for level of understanding. Think-alouds require that respondents verbalize;
many students are not used to talking aloud while working in school. Talking aloud may
seem awkward to some, and they may feel self-conscious or otherwise have dif“culty ex-
pressing their thoughts. Investigators may have to prompt students if they do not verbalize.

Another type of self-report is the dialogue, which is a conversation between two or
more persons while engaged in a learning task. Like think-alouds, dialogues can be
recorded and analyzed for statements indicating learning and factors that seem to affect
learning in the setting. Although dialogues use actual interactions while students are
working on a task, their analysis requires interpretation that may go beyond the actual el-
ements in the situation.

The choice of self-report measure should match the purpose of the assessment.
Questionnaires can cover a lot of material; interviews are better for exploring a few issues
in depth. Stimulated recalls ask respondents to recall their thoughts at the time actions
took place; think-alouds examine present thoughts. Dialogues allow for investigation of
social interaction patterns.

Self-report instruments typically are easy to develop and administer; questionnaires
are usually easy to complete and score. A problem can arise when inferences have to be
drawn about students• responses. It is essential to have a reliable scoring system. Other
concerns about self-reports are whether students are giving socially acceptable answers
that do not match their beliefs, whether self-reported information corresponds to actual
behavior, and whether young children are capable of self-reporting accurately. By guar-
anteeing that data are con“dential, researchers can help promote truthful answering. A
good means of validating self-reports is to use multiple assessments (e.g., self-reports, di-
rect observations, oral and written responses). There is evidence that beginning around
the third grade self-reports are valid and reliable indicators of the beliefs and actions they
are designed to assess (Assor & Connell, 1992), but researchers need to use self-reports
cautiously to minimize potential problems.
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RELATION OF LEARNING AND INSTRUCTION

Historical Perspective

We have seen how theories and research “ndings help to advance the “eld of learning.
Their ultimate contribution, however, must be to improve teaching that promotes learn-
ing. Although it may seem odd, historically there was little overlap between the “elds of
learning and instruction (Shuell, 1988). One reason for this lack of integration may have
been that these “elds traditionally were dominated by persons with different interests.
Most learning theorists and researchers have been psychologists. Much early learning re-
search used nonhuman species. Animal research has bene“ts, but animals do not allow
for proper exploration of instructional processes. In contrast, instruction was the domain
of educators, who were primarily concerned with directly applying teaching methods to
classrooms and other learning settings. This applied focus has not always lent itself well
to exploring how learning processes are affected by instructional variations.

A second reason for lack of integration of learning with instruction derives from the
common belief that teaching is an art and not a science like psychology. As Highet (1950)
wrote: •[This book] is called The Art of Teachingbecause I believe that teaching is an art,
not a science. It seems to me very dangerous to apply the aims and methods of science
to human beings as individualsŽ (p. vii). Highet stated, however, that teaching is insepa-
rable from learning. Good teachers continue to learn about their subject areas and ways
to encourage student learning.

Gage (1978) noted that the use of •artŽ in reference to teaching is a metaphor. As a
way to understand and improve teaching, the •art of teachingŽ has received inadequate
attention. Teaching as an art can become the object of the same type of scrutiny and sci-
enti“c investigation as any other type of art, including drawing, painting, and musical
composition. Thus, teaching can be improved through scienti“c study.

A third possible reason stems from the idea that different theoretical principles may
govern the two domains. Sternberg (1986) contended that cognition (or learning) and in-
struction require separate theories. This may be true for learning and instruction by them-
selves, but as Shuell (1988) noted: •Learning from instruction differs from traditional con-
ceptions of learning and teaching considered separatelyŽ (p. 282). Learning from
instruction involves an interaction between learners and contexts (e.g., teachers, materi-
als, setting), whereas much psychological learning research is less context dependent.
Sequencing of material, for example, affects learners• cognitive organizations and devel-
opment of memory structures. In turn, how these structures develop affects what teachers
do. Teachers who realize that their instruction is not being comprehended will alter their
approach; conversely, when students understand material that is being presented,
teachers are apt to continue with their present approach.

Fourth, traditional research methods may be inadequate to study instruction and
learning simultaneously. Process…product researchconducted in the 1970s and 1980s re-
lated changes in teaching processes (such as number and type of questions asked,
amount of warmth and enthusiasm displayed) to student products or outcomes (e.g.,
achievement, attitudes; Pianta & Hamre, 2009). Although this research paradigm pro-
duced many useful results, it neglected the important roles of teacher and student
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� Learners progress through stages/phases

� Material should be organized and presented in small steps

� Learners require practice, feedback, and review

� Social models facilitate learning and motivation

� Motivational and contextual factors in”uence learning

thoughts. Thus, we might know which type of questions produce higher student achieve-
ment, but not why they do so (i.e., how questions change students• thinking).
Process…product research also focused primarily on student achievement at the expense
of other outcomes relevant to learning (e.g., expectations, values). In short, a
process…product model is not well designed to examine how students learn.

At the same time, much learning research has used experimental methods in which
some conditions are varied and changes in outcomes are determined. Teaching methods
often are held constant across changes in variables, which negates the potential effects of
the former.

Fortunately, the situation has changed. Researchers increasingly are viewing teach-
ing as the creation of learning environments that assist students in executing the cogni-
tive activities necessary to develop skills and reasoning abilities (Floden, 2001).
Researchers are examining student learning by observing teaching during content in-
struction, especially in schools and other places where people typically learn
(Pellegrino, Baxter, & Glaser, 1999; Pianta & Hamre, 2009). Researchers today are more
concerned with analyzing teaching patterns rather than discrete teaching behaviors
(Seidel & Shavelson, 2007). Children•s learning has received increased attention (Siegler,
2000, 2005), and more research is being devoted to how what is learned in school is re-
lated to what skills are important outside of school (Anderson, Reder, & Simon, 1996).
Researchers of different traditions accept the idea that instruction and learning interact
and are best studied in concert. Instructional research can have a profound impact on
learning theories and their applications to promote student learning (Glaser, 1990;
Glaser & Bassok, 1989; Pianta & Hamre, 2009).

Instructional Commonalities

Regardless of perspective, most learning theories share principles that are predicted to
enhance learning from instruction (Table 1.4). One principle is that learners progress
through stages or phases of learning that can be distinguished in various ways, such as in
terms of progressive skill levels: novice, advanced beginner, competent, pro“cient, expert
(Shuell, 1990). Processes and behaviors often used in such classi“cations include speed
and type of cognitive processing, ability to recognize problem formats, proficiency in
dealing with problems that arise, organization and depth of knowledge structures, and
ability to monitor performance and select strategies depending on personal and contex-
tual factors.

Table 1.4
Instructional principles common
to diverse learning theories.
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Teaching and learning emphasize various factors as important in acquiring skills,
strategies, and behaviors. These include organization of material to be taught, presenta-
tion of material in short steps (small units to be cognitively processed), opportunities for
practice, provision of corrective feedback, and frequent review sessions (Rosenshine &
Stevens, 1986; Shuell, 1988, 1990).

The role of practice is especially critical. Thorndike and other behaviorists believed
that practice helps establish connections or associations between stimuli and responses.
Cognitive views of learning stress practice as a means of building associations between
concepts and propositions in memory (Anderson, 1990).

Ericsson, Krampe, and Tesch-Römer (1993) noted that deliberate practice includes
activities designed to improve current performance level. The development of skill re-
quires learners• time and energy, as well as access to instructional materials, teachers,
and facilities. Parents or other adults often invest financial resources, time, and effort
to raise their children•s skill levels (e.g., hiring tutors, transporting children to practices
and competitions).

Research shows that a regimen of deliberate practice not only raises skillful perfor-
mance but also reduces memory constraints and cognitive processing limitations
(Ericsson & Charness, 1994). Although abilities and natural talents are important, only ex-
tended intense training in a domain can result in expert performance.

Many young children are not inclined to put in long hours improving skills. Parental
support of children•s regular practice is critical (Ericsson et al., 1993). Parents and other
adults can serve as models by practicing their own skills, provide children with feedback
on their progress, and arrange for opportunities for children to practice and receive ex-
pert feedback (i.e., from teachers and coaches).

Most views of learning and instruction highlight the importance of learner motiva-
tional factors, including perceived value of learning, self-ef“cacy, positive outcome ex-
pectations, and attributions that emphasize ability, effort, and use of strategies (Stipek,
1996; Chapter 8). In addition, research shows that environmental factors affect what
teachers do and how students learn (Ames, 1992a, 1992b; Shuell, 1996).

Integration of Theory and Practice

A goal of this book is to help you understand how learning theory and educational prac-
tice complement one another. Learning theory is no substitute for experience. Theory
without experience can be misguided because it may underestimate the effects of situa-
tional factors. When properly used, theory provides a framework to use in making edu-
cational decisions.

Conversely, experience without theory may often be wasteful and potentially damag-
ing. Experience without a guiding framework means that each situation is treated as
unique, so decision making is based on trial and error until something works. Learning
how to teach involves learning what to do in speci“c situations.

Theory and practice affect one another. Many theoretical developments eventually
become implemented in classrooms. Contemporary educational practices„such as coop-
erative learning, reciprocal teaching, and differentiating instruction for individual learn-
ers„have strong theoretical underpinnings and research to support them.
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� How does learning occur?

� What is the role of memory?

� What is the role of motivation?

� How does transfer occur?

� Which processes are involved in self-regulation?

� What are the implications for instruction?

Educational practice also influences theory. Experience can confirm theoretical
predictions or suggest revisions. Theories are modified when research and experience
present conflicting evidence or suggest additional factors to include. Early information
processing theories were not directly applicable to school learning because they failed
to consider factors other than those connected with the processing of knowledge.
When cognitive psychologists began to study school content, theories were revised to
incorporate personal and situational factors.

Educational professionals should strive to integrate theory, research, and practice. We
must ask how learning principles and research “ndings might apply in and out of school.
In turn, we should seek to advance our theoretical knowledge through results of in-
formed teaching practice.

CRITICAL ISSUES FOR LEARNING THEORIES

Most professionals accept in principle the de“nition of learning given at the outset of this
chapter. When we move beyond the de“nition, we “nd less agreement on many learning
issues. This section presents some of these issues and sources of controversy between
theoretical perspectives (Table 1.5). These issues are addressed in subsequent chapters as
different theories of learning are discussed. Before considering these issues, however,
some explanation of behavioral and cognitive theories will provide a background against
which to frame the learning theories covered in this text and a better understanding of
the concepts underlying human learning principles.

Behavioral theoriesview learning as a change in the rate, frequency of occurrence, or
form of behavior or response, which occurs primarily as a function of environmental
factors (Chapter 3). Behavioral theories contend that learning involves the formation of
associations between stimuli and responses. In Skinner•s (1953) view, a response to a
stimulus is more likely to occur in the future as a function of the consequences of prior
responding: Reinforcing consequences make the response more likely to occur, whereas
punishing consequences make it less likely.

Behaviorism was a powerful force in psychology in the “rst half of the twentieth cen-
tury, and most older theories of learning are behavioral. These theories explain learning
in terms of observable phenomena. Behavioral theorists contend that explanations for
learning need not include internal events (e.g., thoughts, beliefs, feelings), not because

Table 1.5
Critical issues in the study of learning.
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these processes do not exist (because they do„even behavioral theorists have to think
about their theories!), but rather because the causes of learning are observable environ-
mental events.

In contrast, cognitive theoriesstress the acquisition of knowledge and skills, the
formation of mental structures, and the processing of information and beliefs. The the-
ories covered in Chapters 4 through 6 are cognitive, as are the principles discussed in
later chapters. From a cognitive perspective, learning is an internal mental phenome-
non inferred from what people say and do. A central theme is the mental processing
of information: Its construction, acquisition, organization, coding, rehearsal, storage in
memory, and retrieval or nonretrieval from memory. Although cognitive theorists
stress the importance of mental processes in learning, they disagree over which
processes are important.

These two conceptualizations of learning have important implications for educational
practice. Behavioral theories imply that teachers should arrange the environment so that
students can respond properly to stimuli. Cognitive theories emphasize making learning
meaningful and taking into account learners• perceptions of themselves and their learning
environments. Teachers need to consider how instruction affects students• thinking dur-
ing learning.

How Does Learning Occur?

Behavioral and cognitive theories agree that differences among learners and in the envi-
ronment can affect learning, but they diverge in the relative emphasis they give to these
two factors. Behavioral theories stress the role of the environment„specifically, how
stimuli are arranged and presented and how responses are reinforced. Behavioral theo-
ries assign less importance to learner differences than do cognitive theories. Two learner
variables that behavioral theories consider are reinforcement history (the extent to which
the individual was reinforced in the past for performing the same or similar behavior) and
developmental status(what the individual is capable of doing given his or her present
level of development). Thus, cognitive handicaps will hinder learning of complex skills,
and physical disabilities may preclude acquisition of motor behaviors.

Cognitive theories acknowledge the role of environmental conditions as influences
on learning. Teachers• explanations and demonstrations of concepts serve as environ-
mental inputs for students. Student practice of skills, combined with corrective feed-
back as needed, promotes learning. Cognitive theories contend that instructional factors
alone do not fully account for students• learning (Pintrich, Cross, Kozma, & McKeachie,
1986). What students do with information„how they attend to, rehearse, transform,
code, store, and retrieve it„is critically important. The ways that learners process in-
formation determine what, when, and how they learn, as well as what use they will
make of the learning.

Cognitive theories emphasize the role of learners• thoughts, beliefs, attitudes, and val-
ues. Learners who doubt their capabilities to learn may not properly attend to the task or
may work halfheartedly on it, which retards learning. Such learner thoughts as •Why is
this important?Ž or •How well am I doing?Ž can affect learning. Teachers need to consider
students• thought processes in their lesson planning.
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What Is the Role of Memory?

Learning theories differ in the role they assign to memory. Some behavioral theories con-
ceive of memory in terms of neurological connections established as a function of be-
haviors being associated with external stimuli. More commonly, theorists discuss the for-
mation of habitual ways of responding with little attention to how these behavioral
patterns are retained in memory and activated by external events. Most behavioral theo-
ries view forgetting as caused by lack of responding over time.

Cognitive theories assign a prominent role to memory. Information processing theo-
ries equate learning with encoding, or storing knowledge in memory in an organized,
meaningful fashion. Information is retrieved from memory in response to relevant cues
that activate the appropriate memory structures. Forgetting is the inability to retrieve in-
formation from memory caused by interference, memory loss, or inadequate cues to ac-
cess information. Memory is critical for learning, and how information is learned deter-
mines how it is stored in and retrieved from memory.

One•s perspective on the role of memory has important implications for teaching.
Behavioral theories posit that periodic, spaced reviews maintain the strength of responses
in learners• repertoires. Cognitive theories place greater emphasis on presenting material
such that learners can organize it, relate it to what they know, and remember it in a
meaningful fashion.

What Is the Role of Motivation?

Motivation can affect all phases of learning and performance. Although a separate chap-
ter is devoted to motivation (Chapter 8), its relevance to learning theories also is dis-
cussed in other chapters.

Behavioral theories de“ne motivation as an increased rate or probability of occur-
rence of behavior, which results from repeating behaviors in response to stimuli or as a
consequence of reinforcement. Skinner•s (1968) operant conditioning theory contains no
new principles to account for motivation: Motivated behavior is increased, or continued
responding is produced, by reinforcement. Students display motivated behavior because
they previously were reinforced for it and because effective reinforcers are present.
Behavioral theories do not distinguish motivation from learning but rather use the same
principles to explain all behavior.

In contrast, cognitive theories view motivation and learning as related but not identi-
cal (Schunk, 1991). One can be motivated but not learn; one can learn without being mo-
tivated to do so. Cognitive theories emphasize that motivation can help to direct attention
and in”uence how information is processed. Although reinforcement can motivate stu-
dents, its effects on behavior are not automatic but instead depend on how students in-
terpret it. When reinforcement history (what one has been reinforced for doing in the
past) con”icts with present beliefs, people are more likely to act based on their beliefs
(Bandura, 1986; Brewer, 1974). Research has identified many cognitive processes that
motivate students; for example, goals, social comparisons, self-ef“cacy, values, and inter-
ests. Teachers need to consider the motivational effects of instructional practices and
classroom factors to ensure that students remain motivated to learn.
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How Does Transfer Occur?

Transfer refers to knowledge and skills being applied in new ways, with new content, or in
situations different from where they were acquired (Chapter 7). Transfer also explains the
effect of prior learning on new learning„whether the former facilitates, hinders, or has no
effect on the latter. Transfer is critical, for without it all learning would be situationally spe-
ci“c. Transfer lies at the heart of our system of education (Bransford & Schwartz, 1999).

Behavioral theories stress that transfer depends on identical elements or similar fea-
tures (stimuli) between situations. Behaviors transfer (or generalize) when the old and
new situations share common elements. Thus, a student who learns that 6 � 3 � 18
should be able to perform this multiplication in different settings (school, home) and
when the same numbers appear in a similar problem format (e.g., 36 � 23 � ?).

Cognitive theories postulate that transfer occurs when learners understand how to
apply knowledge in different settings. How information is stored in memory is important.
The uses of knowledge are stored along with the knowledge itself or can be easily accessed
from another memory storage location. Situations need not share common elements.

Instructional implications of these views diverge. From a behavioral view, teachers
should enhance the similarity between situations and point out common elements.
Cognitive theories supplement these factors by emphasizing that students• perceptions of
the value of learning are critical. Teachers can address these perceptions by including in
lessons information on how knowledge can be used in different settings, by teaching stu-
dents rules and procedures to apply in situations to determine what knowledge will be
needed, and by providing students with feedback on how skills and strategies can bene-
“t them in different ways.

Which Processes Are Involved in Self-Regulation?

Self-regulation(or self-regulated learning) refers to the process whereby learners system-
atically direct their thoughts, feelings, and actions toward the attainment of their goals
(Zimmerman & Schunk, 2001; Chapter 9). Researchers of different theoretical traditions
postulate that self-regulation involves having a purpose or goal, employing goal-directed
actions, and monitoring strategies and actions and adjusting them to ensure success.
Theories differ in the mechanisms postulated to underlie students• use of cognitive and
behavioral processes to regulate their activities.

Behavioral researchers posit that self-regulation involves setting up one•s own con-
tingencies of reinforcement; that is, the stimuli to which one responds and the conse-
quences of one•s responses. No new processes are needed to account for self-regulated
behavior. Behavioral researchers focus on overt responses of learners: self-monitoring,
self-instruction, self-reinforcement.

Cognitive researchers emphasize mental activities such as attention, rehearsal, use of
learning strategies, and comprehension monitoring. These theorists also stress motiva-
tional beliefs about self-efficacy, outcomes, and perceived value of learning (Schunk,
2001). A key element is choice: For self-regulation to occur, learners must have some
choice in their motives or methods for learning, time spent learning, criterion level of
learning, the setting where learning occurs, and the social conditions in effect
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(Zimmerman, 1994, 1998, 2000). When learners have few choices, their behaviors are
largely externally regulated rather than self-regulated.

What Are the Implications for Instruction?

Theories attempt to explain various types of learning but differ in their ability to do so
(Bruner, 1985). Behavioral theories emphasize the forming of associations between stim-
uli and responses through selective reinforcement of correct responding. Behavioral the-
ories seem best suited to explain simpler forms of learning that involve associations, such
as multiplication facts, foreign language word meanings, and state capital cities.

Cognitive theories explain learning with such factors as information processing,
memory networks, and student perceptions and interpretations of classroom factors
(teachers, peers, materials, organization). Cognitive theories appear to be more appropri-
ate for explaining complex forms of learning, such as solving mathematical word prob-
lems, drawing inferences from text, and writing essays.

But commonalities often exist among different forms of learning (Bruner, 1985).
Learning to read is fundamentally different from learning to play the violin, but both ben-
e“t from attention, effort, and persistence. Learning to write term papers and learning to
throw the javelin may not appear to be similar, but both are promoted by goal setting,
self-monitoring of progress, corrective feedback from teachers and coaches, and feelings
of intrinsic motivation.

Effective teaching requires that we determine the best theoretical perspectives for the
types of learning we deal with and draw on the implications of those perspectives for
teaching. When reinforced practice is important for learning, then teachers should sched-
ule it. When learning problem-solving strategies is important, then we should study the
implications of information processing theory. A continuing challenge for research is to
specify similarities and differences among types of learning and identify effective instruc-
tional approaches for each.

THREE LEARNING SCENARIOS

Following are three scenarios that are intended to be typical of contexts where school
learning occurs. Throughout this text, these scenarios will serve to exemplify the system-
atic application of learning principles and demonstrate how learning can occur in a co-
herent fashion.

Kathy Stone•s Third-Grade Class

Kathy Stone teaches one of “ve self-contained third-grade classes in a K…5 elementary
school of 550 students. The school is located at the edge of a city near a large suburban
housing community. Kathy has been a teacher in this building for 8 years and previously
taught second grade in another school for 4 years. She has been active in developing cur-
riculum and has chaired several school and systemwide committees for implementing
creative programs to expand the activities incorporated into the regular program.
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There are 21 students in Kathy•s class. Ethnic backgrounds are varied, and about 50%
of the students are middle class and most of the rest receive free or reduced-cost lunches.
There are 11 boys and 10 girls ranging in age from 8 to 10. Most students are eager to
learn, but some have dif“culties due to learning disabilities or family or emotional prob-
lems. Six students attend resource classes, 2 are in counseling for acting-out behaviors,
and 1 is in counseling because her mother has a serious illness.

Students attend from 8:15 a.m. to 2:45 p.m. each day. They remain with Kathy for
the major academic content areas: reading, writing, spelling, mathematics, science, so-
cial studies, health, and computer applications. Students visit other teachers for art,
music, physical education, and library time. Students have an hour for lunch and recess,
at which time they are supervised by cafeteria and playground personnel. The wide
range of abilities in the class presents challenges in implementing an effective curricu-
lar program.

Jim Marshall•s U.S. History Class

U.S. history is a core curriculum course that is required for graduation at a small-town
high school. Multiple sections are offered each semester so that all high school students
are able to enroll. Jim Marshall teaches this course, as well as other courses in the history
department. Jim has been teaching at this school for 14 years and has received several
teaching awards and history grants.

There are 23 students in Jim•s class, including 4 who failed the class last year. Ethnic
backgrounds are mixed, and students primarily are middle class. Most students perform at
an average or above-average level, although some are not motivated to participate in
class or complete the assignments. In addition, 3 students have been identi“ed as having
a learning disability and receive help from a resource teacher.

The course meets daily for 50 minutes. The course objectives are for students to be-
come more familiar with the major periods in U.S. history beginning with the establish-
ment of the 13 colonies through the present. Course objectives also include analyzing
those time periods and examining the impact various events had on forming and shaping
the United States. Units include lectures and demonstrations, small-group discussions,
student research, history projects, online assignments, and role-playing.

Gina Brown•s Educational Psychology Class

EDUC 107, Educational Psychology for Teachers, is a three-credit required course in the
undergraduate teacher education program at a large university. Several sections of the
course are offered each semester. Gina Brown, an associate professor in the College of
Education, teaches one section. Gina has been on the faculty for 7 years. Prior to com-
pleting her doctorate, she taught middle school mathematics for 10 years.

There are 30 students in the class this semester: 12 elementary majors, 10 middle
grades or secondary majors, and 8 special-education majors. Ethnic backgrounds vary,
and students primarily are middle class; ages range from 18 to 37 (mean � 20.7 years).
The course meets 3 hours per week and includes lectures, discussions, classroom videos,



and online assignments. Students take a concurrent one-credit field experience class,
which Gina supervises.

The course content is standard for an educational psychology course. Topics in-
clude development, individual differences, learning, motivation, classroom manage-
ment, students with exceptional needs, and assessment. Students complete projects (in
conjunction with the field experience) and are tested on course content. There is a
tremendous amount of material to cover, although student motivation generally is high
because students believe that understanding these topics is important for their future
success in teaching.

SUMMARY

The study of human learning focuses on how individuals acquire and modify their knowl-
edge, skills, strategies, beliefs, and behaviors. Learning represents an enduring change in
behavior or in the capacity to behave in a given fashion, which results from practice or
other experiences. This de“nition excludes temporary changes in behavior due to illness,
fatigue, or drugs, as well as behaviors reflecting genetic and maturational factors, al-
though many of the latter require responsive environments to manifest themselves.

The scientific study of learning had its beginnings in writings of such early philoso-
phers as Plato and Aristotle. Two prominent positions on how knowledge is acquired
are rationalism and empiricism. The psychological study of learning began late in the
nineteenth century. Structuralism and functionalism were active schools of thought at
the beginning of the twentieth century with such proponents as Titchener, Dewey, and
James, but these positions suffered from problems that limited widespread applicability
to psychology.

Theories provide frameworks for making sense of environmental observations.
Theories serve as bridges between research and educational practices and as tools to or-
ganize and translate research findings into recommendations for educational practice.
Types of research include correlational, experimental, and qualitative. Research may be
conducted in laboratories or in “eld settings. Common ways to assess learning include di-
rect observations, written and oral responses, ratings by others, and self-reports.

Learning theory and educational practice often are viewed as distinct, but in fact
they should complement one another. Neither is suf“cient to ensure good teaching and
learning. Theory alone may not fully capture the importance of situational factors.
Practical experience without theory is situationally specific and lacks an overarching
framework to organize knowledge of teaching and learning. Theory and practice help to
re“ne one another.

Behavioral theories explain learning in terms of observable events, whereas cogni-
tive theories also consider the cognitions, beliefs, values, and affects of learners.
Theories of learning differ in how they address critical issues. Some of the more impor-
tant issues concern how learning occurs, the role of memory, the role of motivation,
how transfer occurs, which processes are involved in self-regulation, and the implica-
tions for instruction.

Introduction to the Study of Learning 27
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2
Neuroscience 
of Learning

The Tarrytown Uni“ed School District was holding an all-day workshop for teachers
and administrators on the topic of •Using Brain Research to Design Effective
Instruction.Ž During the afternoon break a group of four participants were
discussing the day•s session: Joe Michela, assistant principal at North Tarrytown
Middle School; Claudia Orondez, principal of Templeton Elementary School; Emma
Thomas, teacher at Tarrytown Central High School; and Bryan Young, teacher at
South Tarrytown Middle School.

Joe: So, what do you think of this so far?

Bryan: It•s really confusing. I followed pretty well this morning the part about the
functions of different areas of the brain, but I•m having a hard time
connecting that with what I do as a teacher.

Emma: Me, too. And the presenters are saying things that contradict what I thought.
I had heard that each student has a dominant side of the brain so we
should design instruction to match those preferences, but these presenters
say that isn•t true.

Joe: Well they•re not exactly saying it isn•t true. What I understood was that
different parts of the brain have different primary functions but that there•s
a lot of crossover and that many parts of the brain have to work at once
for learning to occur.

Claudia: That•s what I heard too. But I agree with Bryan„it•s confusing to know
what a teacher is to do. If we•re supposed to appeal to all parts of the
brain, then isn•t that what teachers try to do now? For years we•ve been
telling teachers to teach to different learning styles, such as seeing,
hearing, touching. Seems like this brain research says the same thing.

Joe: And especially seeing. I heard them say how important the visual sense is.
I do work with teachers on that„don•t lecture so much since that•s not an
effective way to learn.

Bryan: Very true, Joe. And another thing they said that threw me was how much
teens• brains are developing. I thought their wacky behavior was all about

Chapter
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hormones. I see now that I need to be helping them more to make good
decisions.

Emma: I think this really is fascinating. This session has made me aware of how
the brain receives and uses information. But it•s so complex! For me, the
challenge is to match brain functioning with how I organize and present
information and the activities I design for students.

Claudia: I•ve got lots of questions to ask after this break. I know there•s much that
researchers don•t know, but I•m ready to start working with my
elementary teachers to use this brain research to bene“t our children.

Many different learning theories and processes
are discussed in subsequent chapters in this
text. Conditioning theories (Chapter 3) focus
on external behaviors and consequences,
whereas cognitive theories„the focus of this
text„posit that learning occurs internally.
Cognitive processes include thoughts, beliefs,
and emotions, all of which have neural repre-
sentations.

This chapter addresses the neuroscience
of learning, or the science of the relation of
the nervous system to learning and behavior.
Although neuroscience is not a learning the-
ory, being familiar with neuroscience will give
you a better foundation to understand the
conditioning and cognitive learning chapters
that follow.

The focus of this chapter is on the central
nervous system(CNS), which comprises the
brain and spinal cord. Most of the chapter cov-
ers brain rather than spinal cord functions. The
autonomic nervous system(ANS), which regu-
lates involuntary actions (e.g., respiration, se-
cretions), is mentioned where relevant.

The role of the brain in learning and be-
havior is not a new topic, but it is only re-
cently that its significance among educators
has increased. Although educators always
have been concerned about the brain be-
cause the business of educators is learning
and the brain is where learning occurs, much
brain research has investigated brain dys-
functions. To some extent, this research is
relevant to education because educators

have students in their classes with handicaps.
But because most students do not have brain
dysfunctions, findings from brain research
have not been viewed as highly applicable to
typical learners.

The explosion in technology that has oc-
curred in recent years has yielded new
methods that can show how the brain func-
tions while performing mental operations in-
volving learning and memory. The data
yielded by these new methods are highly rele-
vant to classroom teaching and learning and
suggest implications for learning, motivation,
and development. Educators increasingly are
showing interest in findings from neuro-
science research as they seek ways to improve
teaching and learning (Byrnes & Fox, 1998).
This interest by educators is evident in the
opening vignette.

This chapter begins by reviewing the
brain•s neural organization and major struc-
tures involved in learning, motivation, and 
development. The topics of localization and
interconnections of brain structures are dis-
cussed, along with methods used to conduct
brain research. The neurophysiology of learn-
ing is covered, which includes the neural orga-
nization of information processing, memory
networks, and language learning. The impor-
tant topic of brain development is discussed to
include the in”uential factors on development,
phases of development, critical periods of 
development, and language development.
How motivation and emotions are represented



Neuroscience of Learning 31

in the brain is explained, and the chapter
concludes with a discussion of the major im-
plications of brain research for teaching and
learning.

Discussions of the CNS are necessarily
complex, as Emma notes in the opening sce-
nario. Many structures are involved, there is
much technical terminology, and CNS opera-
tion is complicated. The material in this chap-
ter is presented as clearly as possible, but a
certain degree of technicality is needed to pre-
serve the accuracy of information. Readers
who seek more technical descriptions of CNS
structures and functions as they relate to learn-
ing, motivation, and development are referred
to other sources (Bradford, 1998; Byrnes, 2001;
Jensen, 2005; National Research Council, 2000;
Trevarthen, 1998; Wolfe, 2001).

When you “nish studying this chapter, you
should be able to do the following:

� Describe the neural organization and
functions of axons, dendrites, and 
glial cells.

� Discuss the primary functions of the
major areas of the brain.

� Identify some brain functions that are
highly localized in the right and left
hemispheres.

� Discuss the uses of different brain re-
search technologies.

� Explain how learning occurs from a 
neuroscience perspective to include the
operation of consolidation and memory
networks.

� Discuss how neural connections are
formed and interact during language ac-
quisition and use.

� Discuss the key changes and critical peri-
ods in brain development as a function of
maturation and experience.

� Explain the role of the brain in the regu-
lation of motivation and emotions.

� Discuss some instructional implications of
brain research for teaching and learning.

ORGANIZATION AND STRUCTURES

The central nervous system (CNS) is composed of the brain and spinal cord and is the
body•s central mechanism for control of voluntary behavior (e.g., thinking, acting). The
autonomic nervous system (ANS) regulates involuntary activities, such as those involved
in digestion, respiration, and blood circulation. These systems are not entirely indepen-
dent. People can, for example, learn to control their heart rates, which means that they
are voluntarily controlling an involuntary activity.

The spinal cord is about 18 inches long and the width of an index “nger. It runs from
the base of the brain down the middle of the back. It is essentially an extension of the
brain. Its primary function is to carry signals to and from the brain, making it the central
messenger between the brain and the rest of the body. Its ascending pathway carries sig-
nals from body locations to the brain, and its descending pathway carries messages from
the brain to the appropriate body structure (e.g., to cause movement). The spinal cord
also is involved in some reactions independently of the brain (e.g., knee-jerk reflex).
Damage to the spinal cord, such as from an accident, can result in symptoms ranging
from numbness to total paralysis (Jensen, 2005; Wolfe, 2001).
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Neural Organization

The CNS is composed of billions of cells in the brain and spinal cord. There are two major
types of cells: neurons and glial cells. A depiction of neural organization is shown in
Figure 2.1.

Neurons. The brain and spinal cord contain about 100 billion neurons that send and re-
ceive information across muscles and organs (Wolfe, 2001). Most of the body•s neurons
are found in the CNS. Neurons are different from other body cells (e.g., skin, blood) in
two important ways. For one, most body cells regularly regenerate. This continual re-
newal is desirable; for example, when we cut ourselves, new cells regenerate to replace
those that were damaged. But neurons do not regenerate in the same fashion. Brain and
spinal cord cells destroyed by a stroke, disease, or accident may be permanently lost. On
a positive note, however, there is evidence that neurons can show some regeneration
(Kempermann & Gage, 1999), although the extent to which this occurs and the process
by which it occurs are not well understood.

Neurons are also different from other body cells because they communicate with one
another„by means of electrical signals and chemical reactions. They thus are organized
differently than other body cells. This organization is discussed later in this section.

Glial Cells. The second type of cell in the CNS is the glial cell. Glial cells are far more
numerous than neurons. They may be thought of as supporting cells since they support
the work of the neurons. They do not transmit signals like neurons, but they assist in
the process.

Figure 2.1
Structure of neurons.
Source: Brain Matters: Translating Research into

Classroom Practice,by P. Wolfe, p. 15, © 2001.

Reprinted by permission of the Association for

Supervision and Curriculum Development,

Alexandria, VA.
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Glial cells perform many functions. A key one is to ensure that neurons operate in a
good environment. Glial cells help to remove chemicals that may interfere with neuron
operation. Glial cells also remove dead brain cells. Another important function is that glial
cells put down myelin, a sheathlike wrapping around axons that help transmit brain sig-
nals (discussed in the next section). Glial cells also appear to play key functions in the de-
velopment of the fetal brain (Wolfe, 2001). Thus, glial cells work in concert with neurons
to ensure effective functioning of the CNS.

Synapses. Figure 2.1shows neural organization with cell bodies, axons, and dendrites.
Each neuron is composed of a cell body, thousands of short dendrites, and one axon. A
dendrite is an elongated tissue that receives information from other cells. An axon is a
long thread of tissue that sends messages to other cells. Myelin sheathsurrounds the axon
and facilitates the travel of signals.

Each axon ends in a branching structure. The ends of these branching structures con-
nect with the ends of dendrites. This connection is known as a synapse. The intercon-
nected structure is the key to how neurons communicate, because messages are passed
among neurons at the synapses.

The process by which neurons communicate is complex. At the end of each axon are
chemical neurotransmitters. They do not quite touch dendrites of another cell. The gap is
called the synaptic gap.When electrical and chemical signals reach a high enough level,
neurotransmitters are released into the gap. The neurotransmitters either will activate or in-
hibit a reaction in the contacted dendrite. Thus, the process begins as an electrical reaction
in the neuron and axon, changes to a chemical reaction in the gap, and then reconverts to
an electrical response in the dendrite. This process continues from neuron to neuron in
lightning speed. As discussed later in this chapter, the role of the neurotransmitters in the
synaptic gap is critical for learning. From a neuroscience perspective, learning is a change
in the receptivity of cells brought about by neural connections formed, strengthened, and
connected with others through use (Jensen, 2005; Wolfe, 2001).

Brain Structures

The human adult brain (cerebrum) weighs approximately three pounds and is about the
size of a cantaloupe or large grapefruit (Tolson, 2006; Wolfe, 2001). Its outward texture
has a series of folds and is wrinkly in appearance, resembling a cauli”ower. Its composi-
tion is mostly water (78%), with the rest fat and protein. Its texture is generally soft. The
major brain structures involved in learning are shown in Figure 2.2 (Byrnes, 2001; Jensen,
2005; Wolfe, 2001) and described below.

Cerebral Cortex. Covering the brain is the cerebral cortex, which is a thin layer about the
thickness of an orange peel (less than 1/ 4 of an inch). The cerebral cortex is the wrinkled
•gray matterŽ of the brain. The wrinkles allow the cerebral cortex to have more surface
area, which allows for more neurons and neural connections. The cerebral cortex has two
hemispheres (right and left), each of which has four lobes (occipital, parietal, temporal,
and frontal). The cortex is the central area involved in learning, memory, and processing
of sensory information.



34 Chapter 2

Thalamus

Corpus Callosum

Hypothalamus

Amygdala

Hippocampus
TEMPORAL
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Brain stem

Cerebellum
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Figure 2.2
Major brain structures.
Source: Brain Matters: Translating Research into Classroom Practice,by P. Wolfe, p. 20, © 2001.

Reprinted by permission of the Association for Supervision and Curriculum Development, Alexandria, VA.

Brain Stem and Reticular Formation.At the base of the brain is the brain stem. The brain
stem handles ANS (involuntary) functions through its reticular formation, which is a net-
work of neurons and “bers that regulates control of such basic bodily functions as breath-
ing, heart rate, blood pressure, eyeball movement, salivation, and taste. The reticular for-
mation also is involved in awareness levels (e.g., sleep, wakefulness). For example, when
you go into a quiet, dark room, the reticular formation decreases brain activation and al-
lows you to sleep. The reticular formation also helps to control sensory inputs. Although
we constantly are bombarded by multiple stimuli, the reticular formation allows us to
focus on relevant stimuli. This is critical for attention and perception (Chapter 5), which
are key components of the human information processing system. Finally, the reticular
formation produces many of the chemical messengers for the brain.

Cerebellum. The cerebellumat the back of the brain regulates body balance, muscular con-
trol, movement, and body posture. Although these activities are largely under conscious
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control (and therefore the domain of the cortex), the cortex does not have all the equip-
ment it needs to regulate them. It works in concert with the cerebellum to coordinate move-
ments. The cerebellum is the key to motor skill acquisition. With practice, many motor skills
become automatic (e.g., playing the piano, driving a car). This automaticity occurs because
the cerebellum takes over much of the control, which allows the cortex to focus on activi-
ties requiring consciousness (e.g., thinking, problem solving).

Thalamus and Hypothalamus.Above the brain stem are two walnut-sized structures„the
thalamus and hypothalamus. The thalamus acts as a bridge by sending inputs from the
sense organs (except for smell) to the cortex. The hypothalamus is part of the ANS. It
controls bodily functions needed to maintain homeostasis, such as body temperature,
sleep, water, and food. The hypothalamus also is responsible for increased heart rate and
breathing when we become frightened or stressed.

Amygdala. The amygdala is involved in the control of emotion and aggression. Incoming
sensory inputs (except for smell, which travel straight to the cortex) go to the thalamus,
which in turn relays the information to the appropriate area of the cortex and to the
amygdala. The amygdala•s function is to assess the harmfulness of sensory inputs. If it
recognizes a potentially harmful stimulus, it signals the hypothalamus, which creates the
emotional changes noted above (e.g., increased heart rate and blood pressure).

Hippocampus. The hippocampusis the brain structure responsible for memory of the im-
mediate past. How long is the immediate past? As we will see in Chapter 5, there is no ob-
jective criterion for what constitutes immediate and long-term (permanent) memory.
Apparently the hippocampus helps to establish information in long-term memory (which
resides in the cortex), but maintains its role in activating that information as needed. Thus,
the hippocampus may be involved in currently active (working) memory. Once informa-
tion is fully encoded in long-term memory, the hippocampus may relinquish its role.

Corpus Callosum.Running along the brain (cerebrum) from front to back is a band of “bers
known as the corpus callosum.It divides the cerebrum into two halves, or hemispheres,
and connects them for neural processing. This is critical, because much mental processing
occurs in more than one location in the brain and often involves both hemispheres.

Occipital Lobe. The occipital lobesof the cerebrum are primarily concerned with process-
ing visual information. The occipital lobe also is known as the visual cortex. Recall that
visual stimuli are “rst received by the thalamus, which then sends these signals to the oc-
cipital lobes. Many functions occur here that involve determining motion, color, depth,
distance, and other visual features. Once these determinations have occurred, the visual
stimuli are compared to what is stored in memory to determine recognition (perception).
Thus, an object that matches a stored pattern is recognized. When there is no match, then
a new stimulus is encoded in memory. The visual cortex must communicate with other
brain systems to determine whether a visual stimulus matches a stored pattern
(Gazzaniga, Ivry, & Mangun, 1998). The importance of visual processing in learning is
highlighted in the opening vignette by Joe.
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People can readily control their visual perception by forcing themselves to attend to
certain features of the environment and to ignore others. For example, if we are search-
ing for a friend in a crowd we can ignore thousands of visual stimuli and focus only on
those stimuli (e.g., facial features) that will help us determine whether our friend is pres-
ent. Teachers use this idea by asking students to pay attention to visual displays and by
informing them of the lesson•s objectives at the start of the lesson.

Parietal Lobe. The parietal lobesat the top of the brain in the cerebrum are responsible
for the sense of touch, and they help to determine body position and integrate visual in-
formation. The parietal lobes have anterior (front) and posterior (rear) sections. The an-
terior part receives information from the body regarding touch, temperature, body posi-
tion, and sensations of pain and pressure (Wolfe, 2001). Each part of the body has certain
areas in the anterior part that receive its information and make identi“cation accurate.

The posterior portion integrates tactile information to provide spatial body aware-
ness, or knowing where the parts of your body are at all times. The parietal lobes also
can increase or decrease attention to various body parts. For example, a pain in your leg
will be received and identi“ed by the parietal lobe, but if you are watching an enjoyable
movie and are attending closely to that, you may •forget aboutŽ the pain in your leg.

Temporal Lobe. The temporal lobes, located on the side of the cerebrum, are responsible
for processing auditory information. When an auditory input is received„such as a voice
or other sound„that information is processed and transmitted to auditory memory to de-
termine recognition. That recognition then can lead to action. For example, when a
teacher tells students to put away their books and line up at the door, that auditory infor-
mation is processed and recognized, and then leads to the appropriate action.

Located where the occipital, parietal, and temporal lobes intersect in the cortex•s left
hemisphere is Wernicke•s area,which allows us to comprehend speech and to use
proper syntax when speaking. This area works closely with another area in the frontal
lobe of the left hemisphere known as Broca•s area,which is necessary for speaking.
Although these key language processing areas are situated in the left hemisphere (but
Broca•s area is in the right hemisphere for some people, as explained later), many parts
of the brain work together to comprehend and produce language. Language is discussed
in greater depth later in this chapter.

Frontal Lobe. As the name implies, the frontal lobes lie at the front of the cerebrum. The
frontal lobes make up the largest part of the cortex. Their central functions are to
process information relating to memory, planning, decision making, goal setting, and
creativity. The frontal lobes also contain the primary motor cortex that regulates mus-
cular movements.

It might be argued that the frontal lobes in the brain most clearly distinguish us
from lower animals and even from our ancestors of generations past. The frontal lobes
have evolved to assume ever more complex functions. They allow us to plan and
make conscious decisions, solve problems, and converse with others. Further, these
lobes provide us with consciousness of our mental processes, a form of metacognition
(Chapter 7).
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Running from the top of the brain down toward the ears is a strip of cells known as
the primary motor cortex. This area is the area that controls the body•s movements. Thus,
if while dancing the •Hokey PokeyŽ you think •put your right foot in,Ž it is the motor cor-
tex that directs you to put your right foot in. Each part of the body is mapped to a partic-
ular location in the motor cortex, so that a signal from a certain part of the cortex leads to
the proper movement being made.

In front of the motor cortex is Broca•s area,which is the location governing the pro-
duction of speech. This area is located in the left hemisphere for about 95% of people; for
the other 5% (30% of left-handers) this area is in the right hemisphere (Wolfe, 2001). Not
surprisingly, this area is linked to Wernicke•s areain the left temporal lobe with nerve
“bers. Speech is formed in Wernicke•s area and then transferred to Broca•s area to be pro-
duced (Wolfe, 2001).

The front part of the frontal lobe, or prefrontal cortex, is proportionately larger in
humans than in other animals. It is here that the highest forms of mental activity occur
(Ackerman, 1992). Chapter 5 discusses how cognitive information processing associa-
tions are made in the brain. The prefrontal cortex is the key area for these associations,
because information received from the senses is related to information stored in mem-
ory. In short, the seat of learning appears to be in the prefrontal cortex. It also is the
regulator of consciousness, allowing us to be aware of what we are thinking, feeling,
and doing. As explained later, the prefrontal cortex seems to be involved in the regula-
tion of emotions.

Table 2.1 summarizes the key functions of each of the major brain areas (Byrnes,
2001; Jensen, 2005; Wolfe, 2001). When reviewing this table, keep in mind that no part of
the brain works independently. Rather, information (in the form of neural impulses) is
rapidly transferred among areas of the brain. Although many brain functions are local-
ized, different parts of the brain are involved in even simple tasks. It therefore makes little
sense to label any brain function as residing in only one area, as brought out in the open-
ing vignette by Emma.

Localization and Interconnections

We know much more about the brain•s operation today than ever before, but the brain
has been studied for many years. The functions of the left and right hemispheres have
been the subject of continued debate. Wolfe (2001) noted that around 400 B.C.
Hippocrates spoke of the duality of the brain. Cowey (1998) reported that in 1870 re-
searchers electrically stimulated different parts of the brains of animals and soldiers with
head injuries. They found that stimulation of certain parts of the brain caused movements
in different parts of the body. The idea that the brain has a major hemisphere was pro-
posed as early as 1874 (Binney & Janson, 1990).

It has been known for many years that, in general, the left hemisphere governs the
right visual “eld and side of the body and the right hemisphere regulates the left visual
“eld and side of the body. However, the two hemispheres are joined by bundles of “bers,
the largest of which is the corpus callosum. Gazzaniga, Bogen, and Sperry (1962) demon-
strated that language is controlled largely by the left hemisphere. These researchers found
that when the corpus callosum was severed, patients who held an object out of sight in
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their left hands claimed they were holding nothing. Apparently, without the visual stimu-
lus and because the left hand communicates with the right hemisphere, when this hemi-
sphere received the input, it could not produce a name (because language is localized in
the left hemisphere) and, with a severed corpus callosum, the information could not be
transferred to the left hemisphere.

Brain research also has identi“ed other localized functions. Analytical thinking seems
to be centered in the left hemisphere, whereas spatial, auditory, emotional, and artistic
processing occurs in the right hemisphere (but the right hemisphere apparently processes
negative emotions and the left hemisphere processes positive emotions; Ornstein, 1997).
Music is processed better in the right hemisphere; directionality, in the right hemisphere;
and facial recognition, the left hemisphere.

The right hemisphere also plays a critical role in interpreting contexts (Wolfe, 2001). For
example, assume that someone hears a piece of news and says, •That•s great!Ž This could

Table 2.1
Key functions of areas of the brain.

Area Key Functions

Cerebral cortex Processes sensory information; regulates various learning and memory 
functions

Reticular formation Controls bodily functions (e.g., breathing and blood pressure), arousal, 
sleep…wakefulness

Cerebellum Regulates body balance, posture, muscular control, movement, motor
skill acquisition

Thalamus Sends inputs from senses (except for smell) to cortex

Hypothalamus Controls homeostatic body functions (e.g., temperature, sleep, water,
and food); increases heart rate and breathing during stress

Amygdala Controls emotions and aggression; assesses harmfulness of sensory 
inputs

Hippocampus Holds memory of immediate past and working memory; establishes 
information in long-term memory

Corpus callosum Connects right and left hemispheres

Occipital lobe Processes visual information

Parietal lobe Processes tactile information; determines body position; integrates visual
information

Temporal lobe Processes auditory information

Frontal lobe Processes information for memory, planning, decision making, goal 
setting, creativity; regulates muscular movements (primary motor cortex)

Broca•s area Controls production of speech

Wernicke•s area Comprehends speech; regulates use of proper syntax when speaking
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mean the person thinks the news is wonderful or horrible. The context determines the cor-
rect meaning (e.g., whether the speaker is being sincere or sarcastic). Context can be
gained from intonation, people•s facial expressions and gestures, and knowledge of other
elements in the situation. It appears that the right hemisphere is the primary location for as-
sembling contextual information so that a proper interpretation can be made.

Because functions are localized in brain sections, it has been tempting to postulate
that people who are highly verbal are dominated by their left hemisphere (left brained),
whereas those who are more artistic and emotional are controlled by their right hemi-
sphere (right brained). But this is a simplistic and misleading conclusion, as the educators
in the opening scenario now realize. Although hemispheres have localized functions,
they also are connected and there is much passing of information (neural impulses) be-
tween them. Very little mental processing likely occurs only in one hemisphere (Ornstein,
1997). Further, we might ask which hemisphere governs individuals who are both highly
verbal and emotional (e.g., impassioned speakers).

The hemispheres work in concert; information is available to both of them at all
times. Speech offers a good example. If you are having a conversation with a friend, it is
your left hemisphere that allows you to produce speech but your right hemisphere that
provides the context and helps you comprehend meaning.

There is much debate among cognitive neuroscientists about the extent of lateraliza-
tion. Some argue that speci“c cognitive functions are localized in speci“c regions of the
brain, whereas others believe that different regions have the ability to perform various
tasks (Byrnes & Fox, 1998). This debate mirrors that in cognitive psychology between the
traditional view that knowledge is locally coded and the parallel distributed processing
view (see Chapter 5) that knowledge is coded not in one location but rather across many
memory networks (Bowers, 2009).

There is research evidence to support both positions. Different parts of the brain
have different functions, but functions are rarely, if ever, completely localized in one sec-
tion of the brain. This is especially true for complex mental operations, which depend on
several basic mental operations whose functions may be spread out in several areas. As
Byrnes and Fox (1998) contended, •Nearly any task requires the participation of both
hemispheres, but the hemispheres seem to process certain types of information more ef-
“ciently than othersŽ (p. 310). Educationally speaking, therefore, the practice of teaching
to different sides of the brain (right brain, left brain) is not supported by empirical re-
search. Some applications of these points on interconnectedness and lateralization are
given in Application 2.1.

Brain Research Methods

One reason why we know so much more today about the operation of the CNS than ever
before is that there has been a convergence of interest in brain research among people in dif-
ferent “elds. Historically, investigations of the brain were conducted primarily by researchers
in medicine, the biological sciences, and psychology. Over the years, people in other “elds
have taken greater interest in brain research, believing that research “ndings would have im-
plications for developments in their “elds. Today we “nd educators, sociologists, social
workers, counselors, government workers (especially those in the judicial system), and
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APPLICATION 2.1

Teaching to Both Brain Hemispheres

Brain research shows that much academic
content is processed primarily in the left
hemisphere, but that the right hemisphere
processes context. A common educational
complaint is that teaching is too focused 
on content with little attention to context.
Focusing primarily on content produces
student learning that may be unconnected
to life events and largely meaningless.
These points suggest that to make learning
meaningful„and ther eby build more
extensive neural connections„teachers
should incorporate context as much as
possible.

Kathy Stone is doing a unit on
butter” ies with her third-grade class. They
study material in a book, and Kathy shows
them pictures of different butter”ies and a
“lm. To help connect this learning with
context, Kathy uses other activities. A local
museum has a butter”y area, where
butter” ies live in a controlled environment.
She takes her class to visit this so they can
see the world of butter”ies. A display is part
of this exhibit, showing the different phases
of a butter”y•s life. These activities help
children connect characteristics of butter”ies
with contextual factors involving their
development and environment.

Jim Marshall knows that studying history
in isolation is boring for many students. Over
the years, many world leaders have sought
solutions for global peace. When covering
President Wilson•s work to establish the
League of Nations, Jim draws parallels to the
United Nations and contemporary ways that
governments try to eliminate aggression
(e.g., nuclear disarmament) to put the
League of Nations into a context. Through
class discussions, Jim has students relate the
goals, structures, and problems of the League
of Nations to current events and discuss how
the League of Nations set the precedent for
the United Nations and for worldwide
vigilance of aggression.

Learning about psychological processes
in isolation from real situations often leaves
students wondering how the processes
apply to people. When Gina Brown covers
Piagetian processes in child development
(e.g., egocentrism), she has students in their
internships document behaviors displayed
by children that are indicative of those
processes. She does the same thing with
other units in the course to ensure that the
content learning is linked with contexts
(i.e., psychological processes have
behavioral manifestations).

others interested in brain research. Funding for brain research also has increased, including
by agencies that primarily fund non-brain…related research (e.g., education).

Another reason for our increased knowledge is that there have been tremendous ad-
vances in technology for conducting brain research. Many years ago, the only way to per-
form brain research was to conduct an autopsy. Although examining brains of persons
who have died has yielded useful information, this type of research cannot determine
how the brain functions and processes information. The latter information is needed to
develop understanding about how the brain changes during learning and uses learned in-
formation to produce actions and new learning.
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Techniques that have yielded useful information are discussed below and summa-
rized in Table 2.2. These are ordered roughly from least to most sophisticated.

X-Rays. X-rays are high frequency electromagnetic waves that can pass through non-
metallic objects where they are absorbed by body structures (Wolfe, 2001). The unab-
sorbed rays strike a photographic plate. Interpretation is based on light and dark areas
(shades of gray). X-rays are two dimensional and are most useful for solid structures, such
as determining whether you have broken a bone. They do not work particularly well in
the brain because it is composed of soft tissue, although X-rays can determine damage to
the skull (a bone structure).

CAT Scans.CAT (computerized axial tomography) scans were developed in the early
1970s to increase the gradations in shades of gray produced by X-rays. CAT scans use X-
ray technology but enhance the images from two to three dimensions. CAT scans are
used by doctors to investigate tumors and other abnormalities, but, like X-rays, they do
not provide detailed information about brain functioning.

EEGs.The EEG(electroencephalograph) is an imaging method that measures electrical
patterns created by the movements of neurons (Wolfe, 2001). Electrodes placed on the
scalp detect neural impulses passing through the skull. The EEG technology magni“es the
signals and records them on a monitor or paper chart (brain waves). Frequency of brain
waves (oscillations) increase during mental activity and decrease during sleep. EEGs have
proven useful to image certain types of brain disorders (e.g., epilepsy, language), as well

Table 2.2
Methods used in brain research.

Method Description

X-rays High-frequency electromagnetic waves used to determine 
abnormalities in solid structures (e.g., bones)

Computerized Axial
Tomography (CAT) Scans

Enhanced images (three dimensions) used to detect body 
abnormalities (e.g., tumors)

Electroencephalographs
(EEGs)

Measures electrical patterns caused by movement of neurons;
used to investigate various brain disorders (e.g., language
and sleep)

Positron Emission
Tomography (PET) Scans

Assesses gamma rays produced by mental activity; provides overall
picture of brain activity but limited by slow speed and participants•
ingestion of radioactive material

Magnetic Resonance
Imaging (MRIs)

Radio waves cause brain to produce signals that are mapped; used
to detect tumors, lesions, and other abnormalities

Functional Magnetic
Resonance Imaging 
(MRIs)

Performance of mental tasks “res neurons, causes blood ”ow, and
changes magnetic ”ow; comparison with image of brain at rest
shows responsible regions
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as to monitor sleep disorders (Wolfe, 2001). EEGs provide valuable temporal information
through event-related potentials(see the section, Language Development), but they can-
not detect the type of spatial information (i.e., where the activity occurs) that is needed to
investigate learning in depth.

PET Scans.PET(positron emission tomography) scansallow one to investigate brain ac-
tivity while an individual performs tasks. The person is injected with a small dose of ra-
dioactive glucose, which the blood carries to the brain. While in the PET scanner the in-
dividual performs mental tasks. Those areas of the brain that become involved use more
of the glucose and produce gamma rays, which are detected by the equipment. This leads
to computerized color images (maps) being produced that show areas of activity.

Although PET scans represent an advance in brain imaging technology, their useful-
ness is limited. Because the procedure requires ingesting radioactive material, there is a
limit to how many sessions one can do and how many images can be produced at one
time. Also, producing the images is a relatively slow process, so the speed with which
neural activity occurs cannot be fully captured. Although the PET scan gives a good idea
of overall brain activity, it does not show the speci“c areas of activity in suf“cient detail
(Wolfe, 2001).

MRIs and fMRIs.Magnetic resonance imaging(MRI), and the newer functional magnetic
resonance imaging(fMRI), are brain imaging techniques that address problems with PET
scans. In an MRI, a beam of radio waves is “red at the brain. The brain is mostly water,
which contains hydrogen atoms. The radio waves make the hydrogen atoms produce
radio signals, which are detected by sensors and mapped onto a computerized image.
The level of detail is superior to that of a CAT scan, and MRIs are commonly used to de-
tect tumors, lesions and other abnormalities (Wolfe, 2001).

The fMRI works much like the MRI, except that the persons are required to perform
mental or behavioral tasks. As they do, the parts of the brain responsible “re neurons,
which cause more blood to ”ow to these regions. The blood ”ow changes the magnetic
“eld so the signals become more intense. The fMRI scanner senses these changes and
maps them onto a computerized image. This image can be compared to an image of the
brain at rest to detect changes. The fMRI can capture brain activity as it occurs and where
it occurs because the fMRI can record four images per second and because it takes about
a half a second for the brain to react to a stimulus (Wolfe, 2001). There is, however, some
temporal disparity because the blood ”ow changes can take several seconds to occur
(Varma, McCandliss, & Schwartz, 2008).

Compared with other methods, the fMRI has many advantages. It does not require in-
gesting a radioactive substance. It works quickly and can measure activity precisely. It
can record an image of a brain in a few seconds, which is much faster than other
methods. And the fMRI can be repeated without problems.

An issue with brain technologies is that they must be used in artificial contexts
(e.g., laboratories), which precludes their capturing learning in active classrooms. This
issue can be partially addressed by giving participants learning tasks during brain ex-
periments or by subjecting them to the technology immediately after they have expe-
rienced different classroom contexts (Varma et al., 2008). Further, the field of brain 
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research is rapidly changing and technologies are being developed and refined. In the
future, we can expect to see techniques of greater sophistication that will help us fur-
ther pinpoint brain processes while learning occurs. We now turn to the neurophysi-
ology of learning, which addresses how the brain functions to process, integrate, and
use information.

NEUROPHYSIOLOGY OF LEARNING

The discussion in this section covering brain processing during learning uses as a frame
of reference the information processing model discussed in Chapter 5(see Figure 5.1).
Brain processing during learning is complex (as the opening scenario shows), and what
follows covers only the central elements. Readers who want detailed information about
learning and memory from a neurophysiological perspective should consult other sources
(Byrnes, 2001; Jensen, 2005; Rose, 1998; Wolfe, 2001).

Information Processing System

As explained in Chapter 5, the information processing system includes sensory registers,
short-term (STM) or working (WM) memory, and long-term memory (LTM). The sensory
registers receive input and hold it for a fraction of a second, after which the input is dis-
carded or channeled to WM. Most sensory input is discarded, since at any given time we
are bombarded with multiple sensory inputs.

Earlier in this chapter we saw that all sensory input (except for smells) goes directly
to the thalamus, where at least some of it then is sent to the appropriate part of the cere-
bral cortex for processing (e.g., brain lobes that process the appropriate sensory informa-
tion). But the input is not sent in the same form in which it was received; rather, it is sent
as a neural •perceptionŽ of that input. For example, an auditory stimulus received by the
thalamus will be transformed into the neural equivalent of the perception of that stimu-
lus. This perception also is responsible for matching information to what already is stored
in memory, a process known as pattern recognition (see Chapter 5). Thus, if the visual
stimulus is the classroom teacher, the perception sent to the cortex will match the stored
representation of the teacher and the stimulus will be recognized.

Part of what makes perception meaningful is that the brain•s reticular activating sys-
tem filters information to exclude trivial information and focus on important material
(Wolfe, 2001). This process is adaptive because if we tried to attend to every input, we
would never be able to focus on anything. There are several factors that in”uence this “l-
tering. Perceived importance, such as teachers announcing that material is important
(e.g., will be tested), is apt to command students• attention. Novelty attracts attention; the
brain tends to focus on inputs that are novel or different from what might be expected.
Another factor is intensity; stimuli that are louder, brighter, or more pronounced get more
attention. Movement also helps to focus attention. Although these attentional systems
largely operate unconsciously, it is possible to use these ideas for helping to focus stu-
dents• attention in the classroom, such as by using bright and novel visual displays.
Applications of these ideas to learning settings are given in Application 2.2.
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APPLICATION 2.2

Arousing and Maintaining Students•Attention

Cognitive neuroscience research shows that
various environmental factors can arouse
and maintain people•s attention. These
factors include importance, novelty,
intensity, and movement. As teachers plan
instruction, they can determine ways to
build these factors into their lessons and
student activities.

Importance

Kathy Stone is teaching children to “nd
main ideas in paragraphs. She wants
children to focus on main ideas and not be
distracted by interesting details. Children
ask the question, •What is this story mostly
about?Ž read the story, and ask the question
again. They then pick out the sentence that
best answers the question. Kathy reviews
the other sentences to show how they
discuss details that may support the main
idea but do not state it.

A middle-grade teacher is covering a
unit on the state•s history. There are many
details in the text, and the teacher wants
students to focus on key events and persons
who helped create the history. Before
covering each section, the teacher gives
students a list of key terms that includes
events and persons. Students have to write a
short explanatory sentence for each term.

Novelty

A fifth-grade teacher contacted an
entomology professor at the local
university who is an expert on
cockroaches. The teacher took her class to
his laboratory. There the students saw all
types of cockroaches. The professor had
various pieces of equipment that allowed
students to see the activities of

cockroaches firsthand, for example, how
fast they can run and what types of things
they eat.

A high school tennis coach obtained a
ball machine that sends tennis balls out at
various speeds and arcs, which players then
attempt to return. Rather than have players
practice repetitively returning the balls, the
coach sets up each session as a match
(player versus machine) without the serves.
If a player can successfully return the ball
sent out from the ball machine, then the
player gets the point; if not, the machine
earns the point. Scoring follows the
standard format (love-15-30-40-game).

Intensity

Many elementary children have dif“culty
with regrouping in subtraction and
incorrectly subtract the smaller from the
larger number in each column. To help
correct this error, a teacher has students
draw an arrow from the top number to the
bottom number in each column before they
subtract. If the number on top is smaller,
students “rst draw an arrow from the top
number in the adjacent column to the top
number in the column being subtracted and
then perform the appropriate regrouping.
The use of arrows makes the order of
operations more pronounced.

Jim Marshall wants his students to
memorize the Gettysburg Address and be
able to recite it with emphasis in key
places. Jim demonstrates the reading while
being accompanied at a very low volume
by an instrumental version of •The Battle
Hymn of the Republic.Ž When he comes to
a key part (e.g., •of the people, by the
people, for the peopleŽ), he uses body and
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hand language and raises his in”ection to
emphasize certain words.

Movement

Studying birds and animals in books can be
boring and does not capture their typical
activities. An elementary teacher uses
Internet sources and interactive videos to
show birds and animals in their natural
habitats. Students can see what their typical
activities are as they hunt for food and prey,
take care of their young, and move from
place to place.

Gina Brown works with her interns on
their movements while they are teaching and
working with childr en. Gina has each of her
students practice a lesson with other
students. As they teach they are to move
around and not simply stand or sit in one
place at the front of the class. If they are
using projected images, they are to move
away from the screen. Then she teaches the
students seat work monitoring, or how to
move around the room effectively and check
on students• progress as they are engaged in
tasks individually or in small groups.

In summary, sensory inputs are processed in the sensory memories portions of the
brain, and those that are retained long enough are transferred to WM. WM seems to reside
in multiple parts of the brain but primarily in the prefrontal cortex of the frontal lobe
(Wolfe, 2001). As we will see in Chapter 5, information is lost from WM in a few seconds
unless it is rehearsed or transferred to LTM. For information to be retained there must be a
neural signal to do so; that is, the information is deemed important and needs to be used.

The parts of the brain primarily involved in memory and information processing
are the cortex and the medial temporal lobe (Wolfe, 2001). It appears that the brain
processes and stores memories in the same structures that initially perceive and
process information. At the same time, the particular parts of the brain involved in
LTM vary depending on the type of information. In Chapter 5 a distinction is made be-
tween declarative memory (facts, definitions, events) and procedural memory (proce-
dures, strategies). Different parts of the brain are involved in using declarative and
procedural information.

With declarative information, the sensory registers in the cerebral cortex (e.g., visual,
auditory) receive the input and transfer it to the hippocampus and the nearby medial tem-
poral lobe. Inputs are registered in much the same format as they appear (e.g., as a visual
or auditory stimulus). The hippocampus is not the ultimate storage site; it acts as a proces-
sor and conveyor of inputs. As we will see in the next section, inputs that occur more often
make stronger neural connections. With multiple activations, the memories form neural net-
works that become strongly embedded in the frontal and temporal cortexes. LTM for de-
clarative information, therefore, appears to reside in the frontal and temporal cortex.

Much procedural information becomes automatized such that procedures can be
accomplished with little or no conscious awareness (e.g., typing, riding a bicycle).
Initial procedural learning involves the prefrontal cortex, the parietal lobe, and the
cerebellum, which ensure that we consciously attend to the movements or steps and

APPLICATION 2.2 (continued)



46 Chapter 2

that these movements or steps are assembled correctly. With practice, these areas show
less activity and other brain structures, such as the motor cortex, become more involved
(Wolfe, 2001).

Observational learning is covered in Chapter 4. Cognitive neuroscience supports
the idea that much can be learned through observation (Bandura, 1986). Research
shows that the cortical circuits involved in performing an action also respond when
we observe someone else perform that action (van Gog, Paas, Marcus, Ayres, &
Sweller, 2009).

With nonmotor procedures (e.g., decoding words, simple addition), the visual cor-
tex is heavily involved. Repetition actually can change the neural structure of the visual
cortex. These changes allow us to recognize visual stimuli (e.g., words, numbers)
quickly without consciously having to process their meanings. As a consequence, many
of these cognitive tasks become routinized. Conscious processing of information (e.g.,
stopping to think about what the reading passage means) requires extended activity in
other parts of the brain.

But what if no meaning can be attached to an input? What if incoming information,
although deemed important (such as by a teacher saying, •Pay attentionŽ), cannot be
linked with anything in memory? This situation necessitates creation of a new memory
network, as discussed next.

Memory Networks

With repeated presentations of stimuli or information, neural networks can become
strengthened such that the neural responses occur quickly. From a cognitive neuro-
science perspective, learning involves forming and strengthening neural connections and
networks (synaptic connections). This de“nition is quite similar to the de“nition of learn-
ing in current information processing theories (e.g., ACT-R; Chapter 5).

Hebb•s Theory. The process by which these synaptic connections and networks are
formed has been the study of scienti“c investigations for many years. Hebb (1949) for-
mulated a neurophysiological theory of learning that highlights the role of two cortical
structures: cell assemblies and phase sequences. A cell assemblyis a structure that in-
cludes cells in the cortex and subcortical centers (Hilgard, 1956). Basically a cell assembly
is a neural counterpart of a simple association and is formed through frequently repeated
stimulations. When the particular stimulation occurs again, the cell assembly is aroused.
Hebb believed that when the cell assembly was aroused, it would facilitate neural re-
sponses in other systems, as well as motor responses.

How do cell assemblies form? Hebb only could speculate on this, because in his time
the technology for examining brain processes was limited. Hebb felt that repeated stimu-
lations led to the growth of synaptic knobs that increased the contact between axons and
dendrites (Hilgard, 1956). With repeated stimulations, the cell assembly would be acti-
vated automatically, which facilitates neural processing.

A phase sequenceis a series of cell assemblies. Cell assemblies that are stimulated
repeatedly form a pattern or sequence that imposes some organization on the process.
For example, we are exposed to multiple visual stimuli when we look at the face of a
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friend. One can imagine multiple cell assemblies, each of which covers a particular as-
pect of the face (e.g., left corner of the left eye, bottom of the right ear). By repeatedly
looking at the friend•s face, these multiple cell assemblies are simultaneously activated
and become connected to form a coordinated phase sequence that orders the parts
(e.g., so we do not transpose the bottom of the right ear onto the left corner of the left
eye). The phase sequence allows the coordinated whole to be meaningfully and con-
sciously perceived.

Neural Connections. Despite Hebb•s ideas being over 60 years old, they are remarkably
consistent with contemporary views on how learning occurs and memories are formed.
As we will see in the next section on development, we are born with a large number of
neural (synaptic) connections. Our experiences then work on this system. Connections
are selected or ignored, strengthened or lost. Further, connections can be added and de-
veloped through new experiences (National Research Council, 2000).

It is noteworthy that the process of forming and strengthening synaptic connections
(learning) changes the physical structure of the brain and alters its functional organization
(National Research Council, 2000). Learning speci“c tasks produces localized changes in
brain areas appropriate for the task, and these changes impose new organization on the
brain. We tend to think that the brain determines learning, but in fact there is a reciprocal
relationship because of the •neuroplasticityŽ of the brain, or its capacity to change its
structure and function as a result of experience (Begley, 2007).

Although brain research continues on this important topic, available information in-
dicates that memory is not formed completely at the time initial learning occurs. Rather,
memory formation is a continuous process in which neural connections are stabilized
over a period of time (Wolfe, 2001). The process of stabilizing and strengthening neu-
ral (synaptic) connections is known as consolidation. The hippocampus appears to
play a key role in consolidation, despite the fact that the hippocampus is not where
memories are stored.

What factors improve consolidation? As discussed in depth in Chapter 5, organization,
rehearsal, and elaboration are important because they serve to impose a structure. Research
shows that the brain, far from being a passive receiver and recorder of information, plays
an active role in storing and retrieving information (National Research Council, 2000).

In summary, it appears that stimuli or incoming information activates the appropriate
brain portion and becomes encoded as synaptic connections. With repetition, these con-
nections increase in number and become strengthened, which means they occur more
automatically and communicate better with one another. Learning alters the speci“c re-
gions of the brain involved in the tasks (National Research Council, 2000). Experiences
are critical for learning, both experiences from the environment (e.g., visual and auditory
stimuli) and from one•s own mental activities (e.g., thoughts).

Given that the brain imposes some structure on incoming information, it is important
that this structure help to facilitate memory. We might say, then, that simple consolidation
and memory are not suf“cient to guarantee long-term learning. Rather, instruction should
play a key role by helping to impose a desirable structure on the learning, a point noted
by Emma and Claudia in the opening scenario. Some applications of these ideas and sug-
gestions for assisting learners to consolidate memories are given in Application 2.3.



48 Chapter 2

APPLICATION 2.3

Teaching for Consolidation

Factors such as organization, rehearsal, and
elaboration help the brain impose structure
on learning and assist in the consolidation
of neural connections in memory. Teachers
can incorporate these ideas in various ways.

Organization

Ms. Standar•s students are studying the
American Revolution. Rather than ask them
to learn many dates, she creates a time line
of key events and explains how each event
led to subsequent events. Thus, she helps
students chronologically organize the key
events by relating them to events that they
helped to cause.

In her high school statistics course, Ms.
Conwell organizes information about
normally distributed data using the normal
curve. On the curve she labels the mean
and the standard deviations above and
below the mean. She also labels the
percentages of the area under portions of
the curve so students can relate the mean
and standard deviations to the percentages
of the distribution. Using this visual
organizer is more meaningful to students
than is written information explaining
these points.

Rehearsal

Mr. Luongo•s elementary students will
perform a Thanksgiving skit for parents.
Students must learn their lines and also
their movements. He breaks the skit into
subparts and works on one part each day,
then gradually merges the parts into a
longer sequence. Students thus get plenty
of rehearsal, including several rehearsals of
the entire skit.

Mr. Gomez has his ninth grade English
students rehearse with their vocabulary
words. For each word list, students write the
word and the de“nition and then write a
sentence using the word. Students also write
short essays every week, in which they try
to incorporate at least “ve vocabulary words
they have studied this year. This rehearsal
helps to build memory networks with word
spellings, meanings, and usage.

Elaboration

Elaboration is the process of expanding
information to make it meaningful.
Elaboration can help to build memory
networks and link them with other
relevant ones.

Mr. Jackson knows that students “nd
precalculus dif“cult to link with other
knowledge. Mr. Jackson surveys his
students to determine their interests and
what other courses they are taking. Then he
relates precalculus concepts to these
interests and courses. For example, for
students taking physics he links principles
of motion and gravity to conic sections
(e.g., parabolas) and quadratic equations.

Ms. Kay•s middle school students
periodically work on a unit involving critical
thinking on issues of personal responsibility.
Students read vignettes and then discuss
them. Rather than letting them simply agree
or disagree with the story character•s
choices, she forces them to elaborate by
addressing questions such as: How did this
choice affect other people? What might have
been the consequences if the character
would have made a different choice? What
would you have done and why?
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Language Learning

The interaction of multiple brain structures and synaptic connections is seen clearly in lan-
guage learning and especially in reading. Although modern technologies allow researchers
to investigate real-time brain functioning as individuals acquire and use language skills,
much brain research on language acquisition and use has been conducted on persons who
have suffered brain injury and experienced some degree of language loss. Such research is
informative of what functions are affected by injury to particular brain areas, but this re-
search does not address language acquisition and use in children•s developing brains.

Brain trauma studies have shown that the left side of the brain•s cerebral cortex is
central to reading and that the posterior (back) cortical association areas of the left hemi-
sphere are critical for understanding and using language and for normal reading
(Vellutino & Denckla, 1996). Reading dysfunctions often are symptoms of left posterior
cortical lesions. Autopsies of brains of adolescents and young adults with a history of
reading dif“culties have shown structural abnormalities in the left hemispheres. Reading
dysfunctions also are sometimes associated with brain lesions in the anterior (front)
lobes„the area that controls speech„although the evidence much more strongly associ-
ates it with posterior lobe abnormalities. Since these results come from studies of persons
who knew how to read (to varying degrees) and then lost some or all of the ability, we
can conclude that the primarily left-sided areas of the brain associated with language and
speech are critical for the maintenance of reading.

It is important to keep in mind, however, that there is no, one central area of the
brain involved in reading. Rather, the various aspects of reading (e.g., letter and word
identi“ cation, syntax, semantics) involve many localized and specialized brain structures
and synaptic connections that must be coordinated to successfully read (Vellutino &
Denckla, 1996). The section that follows examines how these interconnections seem to
develop in normal readers and in those with reading problems. The idea is that coordi-
nated reading requires the formation of neural assemblies, or collections of neural groups
that have formed synaptic connections with one another (Byrnes, 2001). Neural assem-
blies seem conceptually akin to Hebb•s cell assemblies and phase sequences.

Results from neuroscience research show that speci“c brain regions are associated with
orthographic, phonological, semantic, and syntactic processing required for reading (Byrnes,
2001). Orthographic (e.g., letters, characters) processing depends heavily on the primary vi-
sual area. Phonological processing (e.g., phonemes, syllables) is associated with the superior
(upper) temporal lobes. Semantic processing (e.g., meanings) is associated with Broca•s area
in the frontal lobe and areas in the medial (middle) temporal lobe in the left hemisphere.
Syntactic processing (e.g., sentence structure) also seems to occur in Broca•s area.

We noted earlier two key areas in the brain involved in language. Broca•s area plays
a major role in the production of grammatically correct speech. Wernicke•s area (located
in the left temporal lobe below the lateral “ssure) is critical for proper word choice and
elocution. Persons with de“ciencies in Wernicke•s area may use an incorrect word but
one close in meaning (e.g., say •knifeŽ when •forkŽ was intended).

Language and reading require the coordination of the various brain areas. Such coordi-
nation occurs through bundles of nerve “bers that connect the language areas to each other
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and to other parts of the cerebral cortex on both sides of the brain (Geschwind, 1998). The
corpus callosum is the largest collection of such “bers, but there are others. Damage to or
destruction of these “bers prevents the communication in the brain needed for proper lan-
guage functioning, which can result in a language disorder. Brain researchers explore how
dysfunctions operate and which brain functions continue in the presence of damage.

This topic is considered further in the following section, because it is intimately
linked with brain development. For educators, knowing how the brain develops is im-
portant because developmental changes must be considered in planning instruction to
ensure student learning.

BRAIN DEVELOPMENT

So far this chapter has focused on mature CNS functioning. Many educators, however,
work with pr eschoolers, children, and adolescents. The topic of brain development is of
interest not only in its own right, but also because the educational implications for teach-
ing and learning vary depending on the level of brain development. In the opening sce-
nario, Bryan notes the importance of educators understanding brain development. This
section discusses in”uential factors on development, the course of development, critical
periods in development, and the role of development in language acquisition and use.

In”uential Factors

Although human brains are structurally similar, there are differences among individuals.
Five in”uences on brain development are genetics, environmental stimulation, nutrition,
steroids, and teratogens (Byrnes, 2001; Table 2.3).

Genetics. The human brain differs in size and composition from those of other animals.
Although the difference between the human genome and that of our closest animal rela-
tive (the chimpanzee) is only 1.23% (Lemonick & Dorfman, 2006), that difference and
other genetic variations produce a species that can design and build bridges, compose
music, write novels, solve complex equations, and so forth.

Human brains have a similar genetic structure, but they nonetheless differ in size and
structure. Studies of monozygotic (one-egg) twins show that they sometimes develop
brains that are structurally different (Byrnes, 2001). Genetic instructions determine the
size, structure, and neural connectivity of the brain. Most of the time these differences

� Genetics

� Environmental stimulation

� Nutrition

� Steroids

� Teratogens

Table 2.3
Factors affecting brain development.
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yield normally functioning brains, but brain research continues to identify how certain ge-
netic differences produce abnormalities.

Environmental Stimulation. Brain development requires stimulation from the environment.
Prenatal development sets the stage for learning by developing a neural circuitry that can
receive and process stimuli and experiences. Those experiences further shape the cir-
cuitry by adding and reorganizing synapses. For example, pregnant women who talk and
sing to their babies may, through their speech and singing, help to establish neural con-
nections in the babies (Wolfe, 2001). Brain development lags when experiences are missing
or minimal. Although there are certain critical periods when stimulation can have profound
effects (Jensen, 2005), research suggests that stimulation is important during the entire life
span to ensure continued brain development.

Nutrition. Lack of good nutrition can have major effects on brain development, and the
particular effects depend on when the poor nutrition occurs (Byrnes, 2001). Prenatal mal-
nutrition, for example, slows the production and growth of neurons and glial cells. A crit-
ical period is between the 4th and 7th months of gestation when most brain cells are pro-
duced (Jensen, 2005). Later malnutrition slows how quickly cells grow in size and acquire
a myelin sheath. Although the latter problem can be corrected with proper diet, the for-
mer cannot because too few cells have developed. This is why pregnant women are ad-
vised to avoid drugs, alcohol, and tobacco; maintain a good diet; and avoid stress (stress
also causes problems for a developing fetus).

Steroids. Steroidsrefer to a class of hormones that affect several functions, including
sexual development and stress reactions (Byrnes, 2001). Steroids can affect brain devel-
opment in various ways. The brain has receptors for hormones. Such hormones as es-
trogen and cortisol will be absorbed and will potentially change brain structure during
prenatal development. Excessive stress hormones can produce death of neurons.
Rsearchers also have explored whether gender and sexual preference differences arise
in part due to differences in steroids. Although the evidence on the role of steroids in
brain development is less conclusive than that for nutrition, steroids have the potential
to affect the brain.

Teratogens. Teratogensare foreign substances (e.g., alcohol, viruses) that can cause ab-
normalities in a developing embryo or fetus (Byrnes, 2001). A substance is considered to
be a teratogen only if research shows that a not unrealistically high level can affect brain
development. For example, caffeine in small amounts may not be a teratogen, but it may
become one when intake is higher. Teratogens can have effects on the development and
interconnections of neurons and glial cells. In extreme cases (e.g., the rubella virus), they
can cause birth defects.

Phases of Development

During prenatal development, the brain grows in size and structure, as well as in number
of neurons, glial cells, and neural connections (synapses). Prenatal brain development is
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rapid, because it occurs in nine months and most cells are produced between months 4
and 7 (Jensen, 2005). Cells travel up the neural tube, migrate to various parts of the brain,
and form connections. It is estimated that at its peak, the embryo generates a quarter of a
million brain cells a minute.

At birth the brain has over a million connections, which represent about 60% of the
peak number of synapses that will develop over the lifetime (Jensen, 2005). Given these
numbers, it is little wonder that prenatal development is so important. Changes that occur
then can have far-reaching and permanent effects.

Brain development also occurs rapidly in infants. By the age of 2 years, a child will
have as many synapses as an adult, and by the age of 3 years the child will have billions
more than an adult. Young children•s brains are dense and have many complex neural
connections and more than at any other time in life (Trawick-Smith, 2003).

In fact, young children have too many synapses. About 60% of babies• energy is used
by their brains; in comparison, adult brains require only 20…25% (Brunton, 2007). With
development, children and adolescents lose far more brain synapses than they gain. By
the time adolescents turn 18, they have lost about half of their infant synapses. Brain con-
nections that are not used or needed simply disappear. This •use it or lose itŽ strategy is
desirable because connections that are used will be reinforced and consolidated, whereas
those not used will be permanently lost.

By the age of 5 years, the child•s brain has acquired a language and developed sen-
sory motor skills and other competencies. The rapid changes of the first years have
slowed, but the brain continues to add synapses. Neural networks are becoming more
complex in their linkages. This process continues throughout development.

As noted by Bryan in the opening vignette, major changes occur during the
teenage years when the brain undergoes structural alterations (Jensen, 2005). The
frontal lobes, which handle abstract reasoning and problem solving, are maturing, and
the parietal lobes increase in size. The prefrontal cortex, which controls judgments and
impulses, matures slowly (Shute, 2009). There also are changes in neurotransmitters„
especially dopamine„that can leave the brain more sensitive to the pleasurable 
effects of drugs and alcohol. There is a thickening of brain cells and massive reorgan-
izations of synapses, which makes this a key time for learning. The •use it or lose 
itŽ strategy results in brain regions becoming strengthened through practice (e.g., 
practicing the piano thickens neurons in the brain region controlling the fingers)
(Wallis, 2004).

Given these widespread changes in their brains, it is not surprising that teenagers
often make poor decisions and engage in high-risk behaviors involving drugs, alcohol,
and sex. Instructional strategies need to take these changes into account. Applications of
these ideas to instruction are given in Application 2.4.

Critical Periods

Many books on child rearing stress that the first two years of life represent a critical pe-
riod such that if certain experiences do not occur, the child•s development will suffer
permanently. There is some truth to this statement, although the claim is overstated.
Five aspects of brain development for which there seem to be critical periods are lan-
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APPLICATION 2.4

Teaching and Learning with Teenagers

The rapid and extensive changes that occur
in teenagers• brains suggest that we not
view teens as smaller versions of adults (or
as young children either). Some suggestions
for instruction with teens based on brain
research follow.

Give Simple and Straightforward Directions

Mr. Glenn, who teaches 10th grade English,
knows that his students• memories may not
accommodate many ideas at once. For each
novel students read, they must do a literary
analysis that comprises several sections (e.g.,
plot summary, literary devices, analysis of a
major character). Mr. Glenn reviews these
sections carefully. For each, he explains what
it should include and shows a sample or two.

Use Models

Students process information well when it is
presented in multiple modes„visual,
auditory, tactile. In her chemistry class, Ms.
Carchina wants to ensure that students
understand laboratory procedures. She
explains and demonstrates each procedure
she wants students to learn, then has students
work in pairs to perform the procedure. As
students work, she circulates among them
and offers corrective feedback as needed.

Ensure That Students Develop Competence

Motivation theory and research show that
students want to avoid appearing

incompetent (Chapter 8). This is especially
true during the teenage years when their
senses of self are developing. Ms. Patterson
teaches calculus, which is dif“cult for some
students. Through quizzes, homework, and
class work she knows which students are
having dif“culty. Ms. Patterson holds review
sessions before school every day for her
students, and she makes a point to advise
students having dif“culty to attend those
sessions.

Incorporate Decision Making

The rapid development occurring in
teens• brains means that their decision
making often is flawed. They may base
decisions on incomplete information or
what they think will please their friends
and fail to think through potential
consequences. Mr. Manley incorporates
much decision making and discussions of
consequences into his marine science
classes. Students read about topics such
as global warming and water pollution,
and then he presents them with case
studies that they discuss (e.g., a ship•s
captain who wants to dump garbage at
sea). Teachers ask students questions that
address topics such as the potential
consequences of possible actions and
other ways that the problem could be
addressed.

guage, emotions, sensory motor development, auditory development, and vision
(Jensen, 2005; Table 2.4). Language and emotions are discussed elsewhere in this chap-
ter; the remaining three are covered next.

Sensory Motor Development.The systems associated with vision, hearing, and motor
movements develop extensively through experiences during the first two years of life.
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The vestibular system in the inner ear influences the senses of movement and balance
and affects other sensory systems. There is evidence that inadequate vestibular 
stimulation among infants and toddlers can lead to learning problems later 
(Jensen, 2005).

Too often, however, infants and toddlers are not in stimulating environments, espe-
cially those children who spend much time in day care centers that provide mostly care-
giving. Many children also do not receive suf“cient stimulation outside of those settings,
because they spend too much time in car seats, walkers, or in front of televisions.
Allowing youngsters movement and even rocking them provides stimulation. About 60%
of infants and toddlers spend an average of one to two hours per day watching televi-
sion or videos (Courage & Setliff, 2009). Although young children can learn from these
media, they do not do so easily. Children•s comprehension and learning are enhanced
when parents watch with them and provide descriptions and explanations (Courage &
Setliff, 2009).

Auditory Development. The child•s “rst two years are critical for auditory development. By
the age of 6 months, infants can discriminate most sounds in their environments (Jensen,
2005). In the first two years, children•s auditory systems mature in terms of range of
sounds heard and ability to discriminate among sounds. Problems in auditory develop-
ment can lead to problems in learning language, because much language acquisition de-
pends on children hearing the speech of others in their environments.

Vision. Vision develops largely during the “rst year of life and especially after the fourth
month. Synaptic density in the visual system increases dramatically, including the neural
connections regulating the perception of color, depth, movement, and hue. Proper visual
development requires a visually rich environment where infants can explore objects and
movements. Television and movies are poor substitutes. Although they provide color and
movement, they are two dimensional and the developing brain needs depth. The action
shown on television and in the movies often occurs too rapidly for infants to focus on
properly (Jensen, 2005).

In short, the first two years of life are critical for proper development of the sensory
motor, visual, and auditory systems, and development of these systems is aided when

� Sensory motor

� Auditory

� Visual

� Emotional

� Language

Table 2.4
Aspects of brain development
having critical periods.
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infants are in a rich environment that allows them to experience movements, sights,
and sounds. At the same time, brain development is a lifelong process; brains need
stimulation after the age of 2 years. The brain continually is adding, deleting, and reor-
ganizing synaptic connections and changing structurally. Although researchers have
shown that certain aspects of brain development occur more rapidly at certain times, in-
dividuals of all ages benefit from stimulating environments.

Language Development

Previously we saw how certain functions associated with language operate in the brain.
Although researchers have explored brain processes with dif ferent types of content 
involving various mental abilities, a wealth of research has been conducted on language
acquisition and use. This is a key aspect of cognitive development and one that has 
profound implications for learning.

As noted earlier, much brain research on language has been conducted on persons
who have suffered brain injury and experienced some degree of language loss. Such re-
search is informative of what functions are affected by injury to particular brain areas, but
these research investigations do not address language acquisition and use in children•s
developing brains.

Brain studies of developing children, while less common, have offered important
insights into the development of language functions. Studies often have compared nor-
mally developing children with those who have difficulties learning in school. In place
of the surgical techniques often used on brain-injured or deceased patients, these stud-
ies employ less-invasive techniques such as those described earlier in this chapter.
Researchers often measure event-related potentials(or evoked potentials), which are
changes in brain waves that occur when individuals anticipate or engage in various
tasks (Halliday, 1998).

Differences in event-related potentials reliably differentiate among below-average,
average, and above-average children (Molfese et al., 2006). Children who are normally
developing show extensive bilateral and anterior (front) cortical activation and accentu-
ated left-sided activations in language and speech areas. In contrast to reading mainte-
nance, it appears that reading development also depends on anterior activation, perhaps
on both sides of the brain (Vellutino & Denckla, 1996). Other research shows that devel-
oping children who experience left-sided dysfunction apparently compensate to some
extent by learning to read using the right hemisphere. The right hemisphere may be able
to support and sustain an adequate level of reading, but it seems critical for this transition
to occur prior to the development of language competence. Such assumption of language
functions by the right hemisphere may not occur among individuals who have sustained
left-hemisphere damage as adults. A critical period in language development seems to be
between birth and age 5. During this time, children•s brains develop most of their lan-
guage capabilities. There is a rapid increase in vocabulary between the ages of 19 and 31
months (Jensen, 2005). The development of these language capabilities is enhanced
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when children are in language-rich environments where parents and others talk with chil-
dren. This critical period for language development overlaps the critical period of audi-
tory development between birth and age 2.

In addition to this critical period, language development also seems to be part of a nat-
ural process with a timetable. We have seen how the auditory and visual systems develop
capacities to supply the input for the development of language. A parallel process may
occur in language development for the capacity to perceive phonemes, which are the small-
est units of speech sounds (e.g., the •bŽ and •pŽ sounds in •betŽ and •petŽ). Children learn
or acquire phonemes when they are exposed to them in their environments; if phonemes
are absent in their environments, then children do not acquire them. Thus, there may be a
critical period in which synaptic connections are properly formed, but only if the environ-
ment provides the inputs. In short, children•s brains may be •readyŽ (•prewiredŽ) to learn
various aspects of language at different times in line with their levels of brain development
(National Research Council, 2000).

Importantly for education, instruction can help to facilitate language development.
Different areas of the brain must work together to learn language, such as the areas in-
volved in seeing, hearing, speaking, and thinking (Byrnes, 2001; National Research
Council, 2000). Acquiring and using language is a coordinated activity. People listen to
speech and read text, think about what was said or what they read, and compose sen-
tences to write or speak. This coordinated activity implies that language development
should benefit from instruction that coordinates these functions, that is, experiences
that require vision, hearing, speech, and thinking (see Application 2.5).

In summary, different areas of the brain participate in language development 
in normally developing children, although left-hemisphere contributions typically 
are more prominent than right-hemisphere ones. Over time, language functions are
heavily subsumed by the left hemisphere. In particular, reading skill seems to require
left-hemisphere control. But more research is needed before we fully understand
the relationships between brain functions and developing language and reading 
competencies.

Like other aspects of brain development, language acquisition re”ects the interaction
between heredity and environment discussed in Chapter 1. The cultural experiences of
infants and children will determine to a large extent which brain synapses they retain. If
the culture stresses motor functions, then these should be strengthened; whereas if the
culture stresses cognitive processes, then these will ascend. If young children are ex-
posed to a rich linguistic environment stressing oral and written language, then their lan-
guage acquisition will develop more rapidly than will the language capabilities of chil-
dren in impoverished environments.

The implication for facilitating early brain development is to provide rich experiences
for infants and young children, stressing perceptual, motor, and language functions. This
is especially critical in the “rst years of life. These experiences should enhance the for-
mation of synaptic connections and networks. There also is evidence that babies who
have suffered in utero (e.g., from mothers• drug or alcohol abuse), as well as those with
developmental disabilities (e.g., retardation, autism), bene“t from early intervention in
the “rst three years (Shore, 1997).
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APPLICATION 2.5

Facilitating Language Development

Although the period of birth to age 5
represents a critical period for language
development, language acquisition and use
are lifelong activities. Teachers can work
with students of all ages to help develop
their language skills. It is important that
instruction coordinate the component
language functions of seeing, hearing,
thinking, and speaking.

A kindergarten teacher works regularly
with her students on learning phonemes. To
help develop recognition of phonemes in
•__atŽ words (e.g., mat, hat, pat, cat, sat),
she has each of these words printed on a
large piece of cardboard. The phoneme is
printed in red and the •atŽ appears in black.
She gives students practice by holding up a
card, asking them to say the word, and then
asking individual students to use the word
in a sentence.

Kathy Stone teaches her students animal
names and spellings. She has a picture of
each animal and its printed name on a
display board, along with two to three
interesting facts about the animal (e.g., where
it lives, what it eats). She has children
pronounce the animal•s name several times
and spell it aloud, then write a short sentence
using the word. This is especially helpful for
animal names that are dif“cult to pronounce
or spell (e.g., giraffe, hippopotamus).

A middle-grade mathematics teacher is
working with her students on place value.
Some students are having a lot of dif“culty
and cannot correctly order numbers from
smallest to largest (e.g., .007, 7/100, seven-
tenths, 7). The teacher has three large
magnetic number lines, each ranging from 0
to 1 and broken into units of tenths,
hundredths, and thousandths. She asked

students to put a magnetic bar on the
appropriate number line (e.g., put the bar on
the 7 of the hundredths line for 7/100). Then
she broke students into small groups and
gave them problems, and asked them to use
number lines or pie charts to show where
numbers fell so they could properly order
them. Next she worked with them to convert
all numbers to a common denominator (e.g.,
7/10 � 70/100) and to place the markers on
the same board (e.g., thousandths) so they
could see the correct order.

Students in Jim Marshall•s class learn
about key historical documents in U.S.
history (e.g., Declaration of Independence,
Constitution, Bill of Rights). To appeal to
multiple senses, Jim brought facsimile
copies of these documents to class. Then he
had students engage in role-playing where
they read selections from the documents.
Students were taught how to put emphasis
at appropriate places while reading to make
these passages especially distinctive.

Many students in Gina Brown•s
educational psychology class have dif“culty
comprehending and correctly using
psychological terms (e.g., assimilation,
satiation, zone of proximal development).
Where possible, she obtains “lms that
demonstrate these concepts (e.g., child
being administered Piagetian tasks). For
others, she uses websites with case studies
that students read and respond to, after
which they discuss in class how that
concept comes into play. For example, in
one case study a student is repeatedly
praised by a teacher. Finally the student
becomes satiated with praise and tells the
teacher that she does not always have to
tell him that he did so well.
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MOTIVATION AND EMOTIONS

Researchers have investigated how brain processes link with many different cognitive
functions. But researchers also have been concerned with the brain processes involved
with noncognitive functions, such as motivation and emotions. These functions are dis-
cussed in turn.

Motivation

In Chapter 8, motivation is de“ned as the process whereby goal-directed activities are in-
stigated and sustained. Motivated actions include choice of tasks, effort (physical and
mental), persistence, and achievement. Chapter 8also discusses the various processes
that have been hypothesized to affect motivation, such as goals, self-ef“cacy, needs, val-
ues, and perceptions of control.

Contemporary theories depict motivation largely in cognitive terms. Most motiva-
tional processes have cognitive components. Self-efficacy, for example, refers to per-
ceived capabilities to learn or perform behaviors at designated levels. Self-ef“cacy is a
cognitive belief. As such, it likely has a neural representation of the kind discussed in this
chapter. Although research is lacking in this area, we might expect that self-ef“cacy be-
liefs are represented in the brain as a neural network that links the domain being studied
(e.g., fractions, reading novels) with current sensory input. Other motivational processes
also may be represented in synaptic networks, as might processes involved in self-regu-
lation, such as metacognition and goals (Chapter 9). More neurophysiological research on
motivation and self-regulation variables would help to bridge the gap between education
and neuroscience (Byrnes & Fox, 1998).

From a cognitive neuroscience perspective, there are at least two kinds of neural
counterparts of motivation. These involve rewards and motivational states.

Rewards. Rewards have a long history in motivation research. They are key components
of conditioning theories, which contend that behaviors that are reinforced (rewarded)
tend to be repeated in the future. Motivation represents an increase in the rate, intensity,
or duration of behavior (Chapter 3).

Cognitive and constructivist theories of motivation postulate that it is the expectation
of reward, rather than the reward itself, that motivates behavior. Rewards can sustain mo-
tivation when they are given contingent on competent performance or progress in learn-
ing. Motivation may decline over time when people view the rewards as controlling their
behavior (i.e., they are performing a task so that they can earn a reward).

The brain seems to have a system for processing rewards (Jensen, 2005), but, like
other brain functions, this one also is complex. Many brain structures are involved, in-
cluding the hypothalamus, prefrontal cortex, and amygdala. The brain produces its own
rewards in the form of opiates that result in a natural high. This effect suggests that the
brain may be predisposed toward experiencing and sustaining pleasurable outcomes.
The expectation that one may receive a reward for competent or improved performance
can activate this pleasure network, which produces the neurotransmitter dopamine. It
may be that the brain stores, as part of a neural network, the expectation of reward for
performing the action. In fact, dopamine can be produced by the expectation of pleasure
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(anticipation of reward), as well as by the pleasure itself. Dopamine increases when there
is a discrepancy between expected and realized rewards (e.g., persons expect a large re-
ward but receive a small one). The dopamine system can help people adjust their expec-
tations, which is a type of learning (Varma et al., 2008).

But the brain also can become satiated with rewards such that the expectation of a
reward or the receipt of a reward does not produce as much pleasure as previously. It is
possible that the expectation of a larger reward is needed to produce dopamine, and if
that is not forthcoming, then the effect may extinguish. This point may help to explain
why certain rewards lose their power to motivate over time.

Research is needed on whether other cognitive motivators„such as goals and the
perception of learning progress„also trigger dopamine responses and thus have neuro-
physiological referents. The point to be noted, however, is that dopamine production is
idiosyncratic. The same level of reward or expectation of reward will not motivate all stu-
dents uniformly, which suggests that additional brain processes are involved in motiva-
tion. This point has practical implications for teaching, because it suggests that teachers
who plan to use rewards must learn what motivates each student and establish a reward
system that can accommodate changes in students• preferences.

Motivational States. From a cognitive neuroscience perspective, motivational states are
complex neural connections that include emotions, cognitions, and behaviors (Jensen,
2005). States change with conditions. If it has been several hours since we have eaten,
then we likely are in a hunger state. We may be in a worried state if problems are press-
ing on us. If things are going well, we may be in a happy state. Similarly, a motivational
state may include emotions, cognitions, and behaviors geared toward learning. Like other
states, a motivational state is an integrated combination of mind, body, and behavior that
ultimately links with a web-like network of synaptic connections.

States are ”uid; they are ever changing based on internal (e.g., thoughts) and exter-
nal (e.g., environmental) events. Any given motivational state can strengthen, weaken, or
change to another type of state. This changing nature of synaptic connections matches
the nature of motivation (discussed in Chapter 8), that motivation is a process rather than
a thing. As a process, it typically is not steady but rather waxes and wanes. The key to ed-
ucation and learning is to maintain motivation within an optimal range.

Teachers intuitively understand the idea of motivational states. Their goal is to have
students in a motivational state for learning. At any given moment, some students will be
in that state, but others will be experiencing different states, including apathy, sadness,
hyperactivity, and distraction. To change these states, teachers may have to “rst address
the present states (e.g., attend to why Kira is sad) and then attempt to focus students• at-
tention on the task at hand.

The integration of cognition, emotion, and behavior posited by neuroscience is im-
portant. The individual components will not lead to desirable learning. For example, stu-
dents who believe they want to learn and are emotionally ready to do so nonetheless will
learn little if they engage in no behavior. Likewise, motivated behavior without a clear cog-
nitive focus on learning will be wasted activity. Students who are experiencing emotional
stress yet want to learn and engage in learning actions are apt to “ nd their learning less
than maximal because emotions are thwarting synaptic connections from being formed
and consolidated.



60 Chapter 2

Emotions

Similar to the neurophysiological evidence for motivation, the operation of emotions in
the CNS is not fully understood. There are various theories to account for human emo-
tions (Byrnes, 2001).

One theory that is consistent with the preceding view of motivation is a network the-
ory (Halgren & Marinkovic, 1995). In this view, emotional reactions consist of four over-
lapping stages: orienting complex, emotional event integration, response selection, and
sustained emotional context. The orienting complex is an automatic response in which
individuals direct their attention toward a stimulus or event and mobilize resources to
deal with it. The orienting complex produces a neural response that is sent to other
stages. In the emotional event integration stage, this stimulus or event is integrated with
information in WM and LTM, such as information about the de“nition or meaning of the
stimulus or event and the context.

In the third (response selection) stage, the individual ascribes cognitive meaning to
the stimulus or event, integrates this meaning with an affective component, identi“es pos-
sible actions, and selects one. Finally, during the sustained emotional context stage, the
individual•s mood is linked with outputs of prior stages. Each stage is linked with speci“c
neural areas. For example, sustained emotional context seems to be associated with neu-
ral “rings in areas of the frontal lobe (Halgren & Marinkovic, 1995).

But emotions appear to be more complex than this analysis, because the same event
has the potential to arouse different emotions. The English language re”ects this potential
multiple triggering, as when one says after hearing a piece of news, •I didn•t know
whether to laugh or cry.Ž It also is possible that emotional activity in the brain is different
for primary and culturally based emotions (Byrnes, 2001). Primary emotions (e.g., fear,
anger, surprise) may have an innate neural basis centered in the right hemisphere (which
regulates much ANS functioning), whereas emotions that involve cultural meanings (e.g.,
statements made by people that can be interpreted in different ways) may be governed
more by the left hemisphere with its language functions.

Emotions can help to direct attention, which is necessary for learning (Phelps, 2006).
Information from the environment goes to the thalamus, where it is relayed to the amygdala
and to the frontal cortex. The amgydala determines the emotional signi“cance of the stim-
ulus (Wolfe, 2001). This determination is facilitative, because it tells us whether to run, seek
shelter, attack, or remain neutral. The frontal cortex provides the cognitive interpretation of
the stimulus, but this takes additional time. Part of what is meant by •emotional controlŽ is
not to simply react to the emotional signi“cance (although when safety is an issue, that is
desirable), but rather to delay action until the proper cognitive interpretation can be made.

In addition to their role in attention, emotions also in”uence learning and memory
(Phelps, 2006). It appears that the hormones epinephrine and norepinephrine, which are
secreted by the adrenal cortex to produce the autonomic responses involved in emotions,
also enhance memory for the triggering stimulus or event in the temporal lobe of the
brain (Wolfe, 2001). Conscious memory of emotional situations is consolidated better due
to the actions of these hormones.

The point that emotions can enhance learning should not be interpreted as a recom-
mendation that educators should make learning as stressful as possible. As we saw earlier, too
much stress interferes with the formation and consolidation of neural networks. Rather, this
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point suggests that motivation and emotions can be used constructively to produce better
learning. Teachers who lecture a lot engender little emotional involvement by students. But
emotional interest should rise when teachers get students involved in the learning. Activities
such as role-playing, discussions, and demonstrations are likely to instigate greater motivation
and emotions and lead to better learning than will teacher lecturing (Application 2.6).

Increasing emotion during learning is effective only up to a point. Too much emotion
(e.g., high stress) for lengthy periods is not desirable because of all the negative side ef-
fects (e.g., increased blood pressure, compromised immune system). Students in pro-
longed stressful situations also worry excessively, and the thoughts associated with worry
thwart learning.

These negative effects brought on by stress or threats arise partly because of the hor-
mone cortisol, which like epinephrine and norepinephrine is secreted by the adrenal glands

APPLICATION 2.6

Involving Emotions in Learning

Kathy Stone wants her students to enjoy
school, and she knows how important it is
to arouse children•s emotions for learning.
She always tries to link academic content to
students• experiences so that their positive
emotions associated with these experiences
become associated with the learning. When
her children read a story about a child who
took a trip, she asked them to tell about
when they took a trip to visit a relative, go
on vacation, or so forth. When working on
mathematical division, she asked children to
think about something that was divided into
parts (e.g., pie, cake) so that several people
could enjoy it.

Jim Marshall wants his students to not
only learn U.S. history but also experience
the emotions involved in key events. Reading
about events such as the Civil War and the
Great Depression can devoid them of
emotions, yet these and other events stirred
strong emotions among those who lived
then. Jim makes heavy use of “lms depicting
events and role-playing with his students. He
works with students to ensure that they
express emotions they likely would have felt.
For one role-playing on the Great Depression,

one student was a person looking for work
and others played the roles of employers he
visited asking for work. As each employer
turned him down, the job seeker became
more frustrated and “nally began sobbing
and saying, •All I want is a job so I can
provide for my family. I hope my children
never see this again in their lives!Ž

Gina Brown understands how some
students can view educational psychology
content as dry and boring. To invoke her
students• emotions, each week she has her
students focus on one or two concepts to
address in their school internships (see
Application 2.1). For example, reading
about learning can be dull, but seeing a
child learn is exciting. Thus, as students
work with schoolchildr en, they keep a log
on the children•s behaviors and reactions
during a lesson as they are learning. Gina•s
students report how excited they become
when they are tutoring children and the
children begin to show that they are
learning. As one of Gina•s students
reported, •I became so excited while
working with Keenan when he said, •Oh 
I get it,• and sure enough he did!Ž
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(Lemonick, 2007). Epinephrine and norepinephrine act quickly, and cortisol is a type of
long-lasting backup. High amounts of cortisol in the body over long time periods can lead
to deterioration of the hippocampus and a decline in cognitive functioning (Wolfe, 2001).

Cortisol also is critical during brain development. Infants bond emotionally with par-
ents or caregivers. When babies experience stress, their levels of cortisol become elevated
in their bodies. Cortisol retards brain development because it reduces the number of
synapses and leaves neurons vulnerable to damage (Trawick-Smith, 2003). In contrast,
when babies form attachments and maintain them over time, cortisol levels do not be-
come elevated (Gunnar, 1996). When attachments are secure, cortisol levels do not rise to
dangerous levels even under stressful conditions. Thus, it is critical that young children
believe that their parents or caregivers love them and are reliable caregivers.

In summary, we can see that motivation and emotions are integrally linked with cog-
nitive processing and neural activities. Further, the evidence summarized in this section
makes it clear that when motivation and emotions are properly regulated, they can posi-
tively affect attention, learning, and memory. We now turn to the instructional applica-
tions of neuroscience for teaching and learning.

INSTRUCTIONAL APPLICATIONS

Relevance of Brain Research

There has been a surge of interest in the last several years in neurophysiological research
exploring brain development and functioning. Many educators view brain research with
interest, because they believe that it might suggest ways to make educational materials
and instruction compatible with how children process information and learn.

Unfortunately, the history of behavioral science re”ects a disconnect between brain
research and learning theories. Research on the brain and behavior is not new; recall
Hebb•s (1949) neurophysiological theory discussed earlier in this chapter. Learning theo-
rists in various traditions, while acknowledging the importance of brain research, have
tended to formulate and test theories independently of brain research “ndings.

This situation clearly is changing. Educational researchers increasingly believe that un-
derstanding brain processes provides additional insights into the nature of learning and
development (Byrnes & Fox, 1998). Indeed, some cognitive explanations for learning (e.g.,
activation of information in memory, transfer of information from WM to LTM; Chapter 5)
involve CNS processes, and brain psychology has begun to explain operations involved in
learning and memory. Findings from brain research actually support many results obtained
in research studies on learning and memory (Byrnes, 2001; Byrnes & Fox, 1998).

It is unfortunate that some educators have overgeneralized results of brain research to
make unwarranted instructional recommendations. Although brain functions are to some
extent localized, there is much evidence that tasks require activity of both hemispheres and
that their differences are more relative than absolute (Byrnes & Fox, 1998). The identi“ca-
tion of •right-brainedŽ and •left-brainedŽ students usually is based on informal observations
rather than on scienti“cally valid and reliable measures and instruments. The result is that
some educational methods are being used with students not because of proven effects on
learning, but rather because they presumably use students• assumed brain preferences.



Neuroscience of Learning 63

Educational Issues

Brain research, and CNS research in general, raises many issues relevant to education
(Table 2.5). With respect to developmental changes, one issue involves the critical role of
early education. The fact that children•s brains are super-dense implies that more neurons
are not necessarily better. There likely is an optimal state of functioning in which brains
have the •rightŽ number of neurons and synapses„neither too many nor too few.
Physical, emotional, and cognitive development involves the brain approaching its opti-
mal state. Atypical development„resulting in developmental disabilities„may occur be-
cause this paring-down process does not proceed normally.

This molding and shaping process in the brain suggests that early childhood educa-
tion is critically important. The developmental periods of infancy and preschool can set
the stage for the acquisition of competencies needed to be successful in school (Byrnes &
Fox, 1998). Early intervention programs (e.g., Head Start) have been shown to improve
children•s school readiness and learning, and many states have implemented preschool
education programs. Brain research justi“es this emphasis on early education.

A second issue concerns the idea that instruction and learning experiences must be
planned to take into account the complexities of cognitive processes such as attention
and memory (Chapter 5). Neuroscience research has shown that attention is not a unitary
process, but rather includes many components (e.g., alerting to a change in the current
state, localizing the source of the change). Memory is similarly differentiated into types,
such as declarative and procedural. The implication is that educators cannot assume that
a particular instructional technique •gains students• attentionŽ or •helps them remember.Ž
Rather, we must be more speci“c about what aspects of attention that instruction will ap-
peal to and what speci“c type of memory is being addressed.

A third issue involves remedying students• learning difficulties. Brain research sug-
gests that the key to correcting deficiencies in a specific subject is to determine with
which aspects of the subject the learner is having difficulty and then to specifically ad-
dress those. Mathematics, for example, includes many subcomponents, such as com-
prehension of written numbers and symbols, retrieval of facts, and the ability to write
numbers. Reading comprises orthographic, phonological, semantic, and syntactic
processes. To say that one is a poor reader does not diagnose where the difficulty lies.
Only fine-tuned assessments can make that identification, and then a corrective proce-
dure can be implemented that will address the specific deficiency. A general reading
program that addresses all aspects of reading (e.g., word identification, word mean-
ings) is analogous to a general antibiotic given to one who is sick; it may not be the
best therapy. It seems educationally advantageous to offer corrective instruction in
those areas that require correction most. For example, cognitive strategy instruction in

� Role of early education

� Complexity of cognitive processes

� Diagnosis of speci“c dif“culties

� Multifaceted nature of learning

Table 2.5
Educational issues relevant to brain research.
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children•s weaknesses can be combined with traditional reading instruction (Katzir &
Paré-Blagoev, 2006).

The final issue concerns the complexity of learning theories. Brain research has
shown that multifaceted theories of learning seem to capture the actual state of affairs
better than do parsimonious models. There is much redundancy in brain functions, which
accounts for the common “nding that when an area of the brain known to be associated
with a given function is traumatized, the function may not completely disappear (another
reason why the •right-brainŽ and •left-brainŽ distinctions do not hold much credibility).
Over time, theories of learning have become more complex. Classical and operant condi-
tioning theories (Chapter 3) are much simpler than social cognitive theory, cognitive in-
formation processing theory, and constructivist theory (Chapters 4…6). These latter theo-
ries better re”ect brain reality. This suggests that educators should accept the complexity
of school learning environments and investigate ways that the many aspects of environ-
ments can be coordinated to improve student learning.

Brain-Based Educational Practices

This chapter suggests some speci“c educational practices that facilitate learning and that
are substantiated by brain research. Byrnes (2001) contended that brain research is rele-
vant to psychology and education to the extent that it helps psychologists and educators
develop a clearer understanding of learning, development, and motivation; that is, it is
relevant when it helps to substantiate existing predictions of learning theories.

In other chapters of this text, theories and research “ndings are reviewed that suggest
effective teaching and learning practices. Table 2.6 lists some educational practices that
are derived from learning theories and supported by both learning research and brain re-
search. In the opening vignette, we suspect that Emma and Claudia will be using these
practices (among others). Application 2.7 gives examples of these applied in learning set-
tings. These practices are discussed in turn.

Problem-Based Learning.Problem-based learning is an effective learning method
(Chapter 6). Problem-based learning engages students in learning and helps to motivate
them. When students work in groups, they also can improve their cooperative learning
skills. Problem-based learning requires students to think creatively and bring their
knowledge to bear in unique ways. It is especially useful for projects that have no one
correct solution.

� Problem-based learning

� Simulations and role-playing

� Active discussions

� Graphics

� Positive climate

Table 2.6
Educational practices substantiated
by brain research.
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APPLICATION 2.7

Effective Educational Practices

There are many educational practices
whose positive effects on learning are
supported by both learning and brain
research. Some important practices are
problem-based learning, simulations and
role-playing, active discussions, graphics,
and positive climate.

Problem-Based Learning

Mr. Abernathy•s eighth graders have 
studied their state•s geography to include
characteristics of the main regions and
cities of the state. He divided the class into
small groups to work on the following
problem. A large computer company wants
to open a manufacturing facility in the
state. Each small student group is assigned
a speci“c region in the state. The task for
each group is to make a convincing
argument for why the facility should be
located in that region. Factors to be
addressed include costs associated with
locating in that area, accessibility to major
highways and airports, availability of a
labor force, quality of schools, nearness of
higher education facilities, and support
from the community. Students gather
information from various sources (e.g.,
media center, Internet), prepare a poster
with pictures and descriptions, and give a
10-minute presentation supporting their
position. Each member of a group has
responsibility for one or more aspects of
the project.

Simulations and Role-Playing

Mr. Barth•s “fth-grade students have read
•Freedom on the MenuŽ by Carole Boston
Weatherford. This book tells the story of the
Greensboro, North Carolina lunch counter

sit-ins in the 1960s as seen through the eyes
of a young African American girl. Mr. Barth
discusses this book with the students and
probes them for how they thought it felt to
these individuals to be discriminated against.
He then organizes class simulations and
role-plays so that students can see how
discrimination can operate. For one activity,
he selected the girls to be the leaders and
the boys to follow their directions. For
another activity, he only called on boys with
blue eyes, and for a third activity he moved
all students with dark hair to the front of the
room. Using these activities, he hoped that
students would see and feel the unfairness
of treating people differently based on
characteristics that they cannot change.

Active Discussions

Ms. Carring•s civics class has been studying
U.S. presidential elections. U.S. presidents
are elected by electoral votes. There have
been occasions where presidents elected by
gaining the necessary electoral votes have
not had a majority (50%) of the popular
vote or have actually had a lower popular
vote total than the losing candidate. Ms.
Carring holds a class discussion on the
topic, •Should U.S. presidents be elected by
popular vote?Ž She facilitates the discussion
by raising questions in response to points
raised by students. For example, Candace
argued that a popular vote better re”ects
the will of the people. Ms. Carring then
asked whether, if we used only a popular
vote, candidates would tend to focus on
voters in large cities (e.g., New York,
Chicago) and neglect voters in states with
small populations (e.g., Montana, Vermont).

(continued )
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Graphics

Mr. Antonelli, a high school vocational
instructor, has his students design a house,
which they then will help to build with help
from community members. The school
system owns the land, a local contractor
will pour the foundation, and a builder•s
supply company will donate the lumber
and electrical and plumbing supplies. The
students use computer graphics to design
different house styles and interior layouts.
The class considers these and decides on an
exterior and interior design plan. They then
work with Mr. Antonelli and the builder•s
supply company to determine what
supplies and equipment they will need.
Several community members volunteer to
help students build the house, and after
they “nish it the house is given to a local
family selected by a community
organization.

Positive Climate

Ms. Taylor teaches second grade in a school
serving a high poverty neighborhood. Many
of her students live in single-parent homes,
and over 80% of the students receive lunch
for free or at a reduced cost. Ms. Taylor does
many things to create a positive climate. Her
classroom (•Taylor•s NestŽ) is warm and
inviting and has cozy corners where students
can go to read. Each day she talks with
every student individually to learn what is
happening in their lives. Ms. Taylor has a
teacher•s aide and an intern from a local
university in her class, so students get much
individual attention. She has a private space
(•Taylor•s CornerŽ) where she goes to talk
privately with a student about any problems
or stresses the student may be experiencing.
She contacts the parents or guardians of her
students to invite them to come to class and
assist in any way that they can.

The effectiveness of problem-based learning is substantiated by brain research. With
its multiple connections, the human brain is wired to solve problems (Jensen, 2005).
Students who collaborate to solve problems become aware of new ways that knowledge
can be used and combined, which forms new synaptic connections. Further, problem-
based learning is apt to appeal to students• motivation and engender emotional involve-
ment, which also can create more extensive neural networks.

Simulations and Role-Playing.Simulations and role-playing have many of the same bene“ts
as does problem-based learning. Simulations might occur via computers, in the regular class,
or in special settings (e.g., museums). Role-playing is a form of modeling (Chapter 4) where
students observe others. Both simulations and role-playing provide students with learning
opportunities that are not ordinarily available. These methods have motivational bene“ts and
command student attention. They allow students to engage with the material actively and in-
vest themselves emotionally. Collectively, these bene“ts help to foster learning.

Active Discussions.Many topics lend themselves well to student discussions. Students who
are part of a discussion are forced to participate; they cannot be passive observers. This
increased level of cognitive and emotional engagement leads to better learning. Further,
by participating in discussions, students are exposed to new ideas and integrate these

APPLICATION 2.7 (continued)
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with their current conceptions. This cognitive activity helps to build synaptic connections
and new ways of using information.

Graphics. The human body is structured such that we take in more information visually
than through all other senses (Wolfe, 2001). Visual displays help to foster attention, learn-
ing, and retention. The collective “ndings from learning and brain research support the
bene“ts of graphics. Teachers who use graphics in their teaching and have students em-
ploy graphics (e.g., overheads, PowerPoint© presentations, demonstrations, drawings,
concept maps, graphic organizers) capitalize on visual information processing and are apt
to improve learning.

Positive Climate. We saw in the section on emotions that learning proceeds better when
students have a positive attitude and feel emotionally secure. Conversely, learning is not
facilitated when students are stressful or anxious, such as when they fear volunteering an-
swers because the teacher becomes angry if their answers are incorrect. In Chapter 8 and
elsewhere in this text we discuss how students• positive beliefs about themselves and
their environments are critical for effective learning. Brain research substantiates the pos-
itive effect that emotional involvement can have on learning and the building of synaptic
connections. Teachers who create a positive classroom climate will find that behavior
problems are minimized and that students become more invested in learning.

SUMMARY

The neuroscience of learning is the science of the relation of the nervous system to
learning and behavior. Although neuroscience research has been conducted for several
years in medicine and the sciences, it recently has become of interest to educators be-
cause of the instructional implications of research “ndings. Neuroscience research ad-
dresses the central nervous system (CNS), which comprises the brain and spinal cord
and regulates voluntary behavior, and the autonomic nervous system (ANS), which reg-
ulates involuntary actions.

The CNS is composed of billions of cells in the brain and spinal cord. There are two
major types of cells: neurons and glial cells. Neurons send and receive information across
muscles and organs. Each neuron is composed of a cell body, thousands of short den-
drites, and one axon. Dendrites receive information from other cells; axons send mes-
sages to cells. Myelin sheath surrounds axons and facilitates the travel of signals. Axons
end in branching structures (synapses) that connect with the ends of dendrites. Chemical
neurotransmitters at the ends of axons activate or inhibit reactions in the contracted den-
drites. This process allows signals to be sent rapidly across neural and bodily structures.
Glial cells support the work of neurons by removing unneeded chemicals and dead brain
cells. Glial cells also establish the myelin sheath.

The human adult brain (cerebrum) weighs about three pounds and is about the size of
a cantaloupe. Its outer texture is wrinkled. Covering the brain is the cerebral cortex, a thin
layer that is the wrinkled gray matter of the brain. The wrinkles allow the cortex to have
more neurons and neural connections. The cortex has two hemispheres (left and right),
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each of which has four lobes (occipital, parietal, temporal, frontal). With some exceptions,
the structure of the brain is roughly symmetrical. The cortex is the primary area involved
in learning, memory, and processing of sensory information. Some other key areas of the
brain are the brain stem, reticular formation, cerebellum, thalamus, hypothalamus, amyg-
dala, hippocampus, corpus callosum, Broca•s area, and Wernicke•s area.

The brain•s left hemisphere generally governs the right visual “eld, and vice versa.
Many brain functions are localized to some extent. Analytical thinking seems to be cen-
tered in the left hemisphere, whereas spatial, auditory, emotional, and artistic processing
occurs primarily in the right hemisphere. At the same time, many brain areas work to-
gether to process information and regulate actions. There is much crossover between the
two hemispheres as they are joined by bundles of “bers, the largest of which is the cor-
pus callosum.

The working together of multiple brain areas is seen clearly in language acquisition
and use. The left side of the brain•s cerebral cortex is central to reading. Specific brain
regions are associated with orthographic, phonological, semantic, and syntactic pro-
cessing required in reading. Wernicke•s area in the left hemisphere controls speech
comprehension and use of proper syntax when speaking. Wernicke•s area works
closely with Broca•s area in the left frontal lobe, which is necessary for speaking.
However, the right hemisphere is critical for interpreting context and thus the meaning
of much speech.

Various technologies are used to conduct brain research. These include X-rays, CAT
scans, EEGs, PET scans, MRIs, and fMRIs. The “eld of brain research is changing rapidly,
and new technologies of greater sophistication will continue to be developed.

From a neuroscienti“c perspective, learning is the process of building and modifying
neural (synaptic) connections and networks. Sensory inputs are processed in the sensory
memories portions of the brain; those that are retained are transferred to WM, which
seems to reside in multiple parts of the brain but primarily in the prefrontal cortex of the
frontal lobe. Information then may be transferred to LTM. Different parts of the brain are
involved in LTM depending on the type of information (e.g., declarative, procedural).
With repeated presentations of stimuli or information, neural networks become strength-
ened such that the neural responses occur quickly. The process of stabilizing and
strengthening synaptic connections is known as consolidation, and through consolidation
the physical structure and functional organization of the brain is changed.

In”uential factors on brain development are genetics, environmental stimulation, nu-
trition, steroids, and teratogens. During prenatal development, the brain grows in size,
structure, and number of neurons, glial cells, and synapses. The brain develops rapidly in
infants; young children have complex neural connections. As children lose brain
synapses, those they retain depend partly on the activities they engage in. There seem to
be critical periods during the “rst few years of life for the development of language, emo-
tions, sensory motor functions, auditory capabilities, and vision. Early brain development
bene“ts from rich environmental experiences and emotional bonding with parents and
caregivers. Major changes also occur in teenagers• brains in size, structure, and number
and organization of neurons.

Two neural counterparts of motivation involve rewards and motivational states. The
brain seems to have a system for processing rewards and produces its own rewards in the
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form of opiates that result in a natural high. The brain may be predisposed toward expe-
riencing and sustaining pleasurable outcomes, and the pleasure network can be activated
by the expectation of reward. Motivational states are complex neural connections that
include emotions, cognitions, and behaviors. The key to education is to maintain motiva-
tion for learning within an optimal range.

The operation of emotions in the CNS is complex. Emotional reactions consist of
stages, such as orienting to the event, integrating the event, selecting a response, and sus-
taining the emotional context. Brain-linked emotional activity may differ for primary and
culturally based emotions. Emotions can facilitate learning because they direct attention
and in”uence learning and memory. Emotional involvement is desirable for learning; but
when emotions become too great, cognitive learning is impeded.

Findings from brain research support many results obtained in cognitive research
studies on learning and memory. But it is important not to overgeneralize brain research
“ndings through such labeling of students as right or left brained. Most learning tasks re-
quire activity of both hemispheres, and the differences between brain functions are more
relative than absolute.

Brain research suggests that early education is critical, instruction should take chil-
dren•s cognitive complexities into account, assessment of speci“c problems is necessary
to plan proper interventions, and complex theories of learning capture the brain•s opera-
tion better than do simpler theories. Some effective brain-based educational practices are
problem-based learning, simulations and role-playing, active discussions, graphics, and a
positive climate.

A summary of learning issues appears in Table 2.7.

Table 2.7
Summary of learning issues.

How Does Learning Occur?

From a cognitive neuroscience perspective, learning involves the forming and strengthening of
neural connections (synapses), a process known as consolidation. Repeated experiences help
to strengthen connections and make neural “rings and transmissions of information more rapid.
Other factors that improve consolidation are organization, rehearsal, elaboration, and emotional
involvement in learning.

What Is the Role of Memory?

Memory is not a unitary phenomenon. Instead, different areas of the brain are involved in 
short-term (STM) and long-term (LTM) memory. Memory involves information being established
so that neural connections are made and neural transmissions become automatic.

What Is the Role of Motivation?

The brain has a natural predisposition toward pleasurable outcomes and produces opiates to
produce a natural high. This predisposition also seems to be triggered by the expectation of 
rewards. Motivational states are complex neural connections that include emotions, cognitions,
and behaviors.

(continued )
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Table 2.7 (continued )

How Does Transfer Occur?

Transfer involves using information in new ways or in new situations. From a neuroscienti“c perspective,
this means that neural connections are formed between the learning and the new uses and situations.
These connections are not made automatically. Students must learn them through experiences (e.g.,
teaching) or determine them on their own (e.g., through problem solving).

Which Processes Are Involved in Self-Regulation?

The processes discussed elsewhere in this text involved in self-regulation (e.g., goals, assessment of
goal progress, self-ef“cacy; Chapter 9) are cognitions that are represented in the same way that knowl-
edge is represented; namely, by synaptic connections in the brain. Most of these self-regulatory activities
likely reside in the brain•s frontal lobe. Neural connections formed between self-regulatory activities and
the task students are engaged in allow learners to self-regulate their learning.

What Are the Implications for Instruction?

Brain research suggests that early childhood education is important and that instruction and remediation
must be speci“ed clearly so that interventions can be tailored to speci“c needs. Activities that engage
learners (e.g., discussions, role playing) and command and hold their attention (e.g., graphical displays)
are apt to produce better learning.
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Behaviorism

It•s the end of the school day at Park Lane Elementary, and three teachers leave the
building together: Leo Battaglia, Shayna Brown, and Emily Matsui. Their
conversation as they walk to the parking lot is as follows:

Leo: Boy, they were wild today. I don•t know what got into them. Hardly
anyone earned any points today.

Emily: What points, Leo?

Leo: I give points for good behavior, which they then can exchange for
privileges, such as extra free time. I take away points when they misbehave.

Emily: And it works?

Leo: Sure does. Keeps them in line most days. But not today. Maybe there was
something in the water.

Shayna: Or in their heads, most likely. What do you suppose they were thinking
about? Like, maybe spring break next week?

Leo: Perhaps. But that•s not really my job, to see into their heads. Besides, lots
of things can trigger wild behavior, and how am I supposed to know
what does it? My best bet is to focus on the behavior.

Shayna: Yes, but sometimes you need to go beyond the behavior. For example,
Sean•s been acting out lately. If I would have just focused on his
behavior, I would not have learned that his parents are getting divorced
and he•s blaming himself for it.

Leo: Isn•t that why we have a counselor? Isn•t that her job?

Shayna: Yes it is, but we have a role, too. I think you focus too much on what
you see and not enough on what you don•t see.

Leo: Maybe so, but at least I keep them under control with my system of
rewards and punishments. I don•t waste a lot of time on classroom
management issues.

Emily: Or on personal issues, like their thoughts and emotions.

Chapter

71

Psychology was an infant science at the be-
ginning of the twentieth century. Two promi-
nent schools of thought were structuralism

and functionalism (Chapter 1), but each had
problems. Structuralism used the introspec-
tion method, which placed it out of touch
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with important developments in science and
did not incorporate Darwin•s work on adapta-
tion and evolution. Functionalism had an
overly broad focus because its proponents
advocated too many research directions.

Against this background, behaviorism
began its rise to become the leading psycho-
logical discipline (Rachlin, 1991). John B.
Watson (1878…1958), generally considered to
be the founder and champion of modern be-
haviorism (Heidbreder, 1933; Hunt, 1993),
believed that schools of thought and research
methods that dealt with the mind were unsci-
entific. If psychology were to become a
science, it had to structure itself along the
lines of the physical sciences, which exam-
ined observable and measurable phenom-
ena. Behavior was the proper material for 
psychologists to study (Watson, 1924).
Introspection was unreliable, conscious ex-
periences were not observable, and people
having such experiences could not be trusted
to report them accurately (Murray, Kilgour, &
Wasylkiw, 2000).

Watson (1916) thought that Pavlov•s condi-
tioning model (discussed later in this chapter)
was appropriate for building a science of
human behavior. He was impressed with
Pavlov•s precise measurement of observable
behaviors. Watson believed that Pavlov•s model
could be extended to account for diverse forms
of learning and personality characteristics. For
example, newborns are capable of displaying
three emotions: love, fear, and rage (Watson,
1926a). Through Pavlovian conditioning, these
emotions could become attached to stimuli to
produce a complex adult life. Watson ex-
pressed his belief in the power of conditioning
in this famous pronouncement:

Give me a dozen healthy infants, well-formed,
and my own speci“ed world to bring them up
in and I•ll guarantee to take any one at random
and train him to become any type of specialist
I might select„a doctor, lawyer, artist, mer-
chant-chief and, yes, even into beggar-man and

thief, regardless of his talents, penchants, ten-
dencies, abilities, vocations and race of his an-
cestors. (Watson, 1926b, p. 10)

Although Watson•s research has little rel-
evance for academic learning, he spoke and
wrote with conviction, and his adamant
views influenced psychology from around
1920 until the early 1960s (Hunt, 1993). His
emphasis on the importance of the environ-
ment is readily seen in the ensuing work of
Skinner (discussed later in this chapter)
(Horowitz, 1992).

This chapter covers behaviorism as ex-
pressed in conditioning theories of learning.
The hallmark of conditioning theories is not
that they deal with behavior (all theories do
that), but rather that they explain learning in
terms of environmental events. While not
denying the existence of mental phenomena,
these theories contend that such phenomena
are not necessary to explain learning. In the
opening scenario, Leo espouses a conditioning
position.

The best-known conditioning theory is
B. F. Skinner•s operant conditioning . Before
discussing this theory, some historical work
in the conditioning tradition is presented to
set the backdrop for Skinner•s work; specifi-
cally, Thorndike•s connectionism, Pavlov•s
classical conditioning, and Guthrie•s contigu-
ous conditioning.

When you “nish studying this chapter, you
should be able to do the following:

� Explain how behaviors are learned ac-
cording to connectionism theory.

� Discuss some of Thorndike•s contribu-
tions to educational practice.

� Explain how responses become condi-
tioned, extinguished, and generalized, ac-
cording to classical conditioning theory.

� Describe a process whereby an emotional
response might become conditioned to an
initially neutral object.
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� Explain, using contiguous conditioning
principles, how movements are combined
to become an act.

� Describe Skinner•s three-term contingency
model of operant conditioning, and pro-
vide examples.

� De“ne and exemplify key operant condi-
tioning concepts: positive and negative re-
inforcement, punishment, generalization,

discrimination, shaping, and Premack
Principle.

� Provide a brief overview of a behaviorist
model of self-regulation.

� Explain some key educational applica-
tions of operant principles to education:
behavioral objectives, learning time, mas-
tery learning, programmed instruction,
and contingency contracts.

CONNECTIONISM

Edward L. Thorndike (1874…1949) was a prominent U.S. psychologist whose theory of
learning„ connectionism„was dominant in the United States during the “rst half of the
twentieth century (Mayer, 2003). Unlike many early psychologists, he was interested in ed-
ucation and especially learning, transfer, individual differences, and intelligence (Hilgard,
1996; McKeachie, 1990). He applied an experimental approach when measuring students•
achievement outcomes. His impact on education is re”ected in the Thorndike Award, the
highest honor given by the Division of Educational Psychology of the American
Psychological Association for distinguished contributions to educational psychology.

Trial-and-Error Learning

Thorndike•s major work is the three-volume series Educational Psychology(Thorndike,
1913a, 1913b, 1914). He postulated that the most fundamental type of learning involves
the forming of associations (connections) between sensory experiences (perceptions of
stimuli or events) and neural impulses (responses) that manifest themselves behaviorally.
He believed that learning often occurs by trial and error (selecting and connecting).

Thorndike began studying learning with a series of experiments on animals
(Thorndike, 1911). Animals in problem situations try to attain a goal (e.g., obtain food,
reach a destination). From among the many responses they can perform, they select one,
perform it, and experience the consequences. The more often they make a response to a
stimulus, the more “rmly that response becomes connected to that stimulus.

In a typical experimental situation, a cat is placed in a cage. The cat can open an es-
cape hatch by pushing a stick or pulling a chain. After a series of random responses, the
cat eventually escapes by making a response that opens the hatch. The cat then is put
back into the cage. Over trials, the cat reaches the goal (it escaped) quicker and makes
fewer errors prior to responding correctly. A typical plot of results is shown in Figure 3.1.

Trial-and-error learning occurs gradually (incrementally) as successful responses are
established and unsuccessful ones are abandoned. Connections are formed mechanically
through repetition; conscious awareness is not necessary. Animals do not •catch onŽ or
•have insight.Ž Thorndike understood that human learning is more complex because
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people engage in other types of learning involving connecting ideas, analyzing, and rea-
soning (Thorndike, 1913b). Nonetheless, the similarity in research results from animal
and human studies led Thorndike to explain complex learning with elementary learning
principles. An educated adult possesses millions of stimulus…response connections.

Laws of Exercise and Effect

Thorndike•s basic ideas about learning are embodied in the Laws of Exercise and Effect.
The Law of Exercisehas two parts: The Law of Use„a response to a stimulus strengthens
their connection; the Law of Disuse„when a response is not made to a stimulus, the con-
nection•s strength is weakened (forgotten). The longer the time interval before a response
is made, the greater is the decline in the connection•s strength.

The Law of Effectis central to Thorndike•s theory (Thorndike, 1913b):

When a modifiable connection between a situation and a response is made and is
accompanied or followed by a satisfying state of affairs, that connection•s strength is increased:
When made and accompanied or followed by an annoying state of affairs, its strength is
decreased. (p. 4)

The Law of Effect emphasizes the consequencesof behavior: Responses resulting in sat-
isfying (rewarding) consequences are learned; responses producing annoying (punishing)
consequences are not learned. This is a functional account of learning because satis“ers (re-
sponses that produce desirable outcomes) allow individuals to adapt to their environments.

The following study illustrates application of the Law of Effect (Thorndike, 1927).
Participants were shown 50 strips of paper, ranging in length from 3 to 27 centimeters
(cm), one at a time. Next to each strip was a second strip that participants knew was 10
cm long. They initially estimated the length of each strip without feedback. Following this
pretest, the 50 strips were presented again, one at a time. After each estimate, they were
told •rightŽ or •wrongŽ by the experimenter. After the 50 strips were presented repeatedly
over several days, they again were presented without feedback about accuracy of length

Figure 3.1
Incremental performance over trials
exemplifying Thorndike•s trial-and-
error learning.
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judgments. Following training, participants• length estimates more closely approximated
the actual lengths of the strips than had their prior estimates. Thorndike concluded that
these results, which were similar to those from experiments in which animals were re-
warded with food or freedom, support the idea that satisfying (correct) stimulus…response
connections are strengthened and annoying (incorrect) ones are weakened.

Other Principles

Thorndike•s (1913b) theory included other principles relevant to education. One principle
is the Law of Readiness,which states that when one is prepared (ready) to act, to do so is
rewarding and not to do so is punishing. If one is hungry, responses that lead to food are
in a state of readiness, whereas other responses not leading to food are not in a state of
readiness. If one is fatigued, it is punishing to be forced to exercise. Applying this idea to
learning, we might say that when students are ready to learn a particular action (in terms
of developmental level or prior skill acquisition), then behaviors that foster this learning
will be rewarding. When students are not ready to learn or do not possess prerequisite
skills, then attempting to learn is punishing and a waste of time.

The principle of associative shiftingrefers to a situation in which responses made to
a particular stimulus eventually are made to an entirely different stimulus if, on repeated
trials, there are small changes in the nature of the stimulus. For example, to teach stu-
dents to divide a two-digit number into a four-digit number, we “rst teach them to divide
a one-digit number into a one-digit number and then gradually add more digits to the di-
visor and dividend.

The principle of identical elements affects transfer (generalization), or the extent that
strengthening or weakening of one connection produces a similar change in another con-
nection (Hilgard, 1996; Thorndike, 1913b; see Chapter 7). Transfer occurs when situations
have identical elements and call for similar responses. Thorndike and Woodworth (1901)
found that practice or training in a skill in a speci“c context did not improve one•s ability
to execute that skill generally. Thus, training on estimating the area of rectangles does not
advance learners• ability to estimate the areas of triangles, circles, and irregular “gures.
Skills should be taught with different types of educational content for students to under-
stand how to apply them (Application 3.1).

Revisions to Thorndike•s Theory

Thorndike revised the Laws of Exercise and Effect after other research evidence did not
support them (Thorndike, 1932). Thorndike discarded the Law of Exercise when he
found that simple repetition of a situation does not necessarily •stamp inŽ responses. In
one experiment, for example, participants closed their eyes and drew lines they thought
were 2, 4, 6, and 8 inches long, hundreds of times over several days, without feedback on
accuracy of the lengths (Thorndike, 1932). If the Law of Exercise were correct, then the
response performed most often during the “rst 100 or so drawings ought to become more
frequent afterward; but Thorndike found no support for this idea. Rather, mean lengths
changed over time; people apparently experimented with different lengths because they
were unsure of the correct length. Thus, repetition of a situation may not increase the fu-
ture likelihood of the same response occurring.
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APPLICATION 3.1

Facilitating Transfer

Thorndike suggested that drilling students
on a speci“c skill does not help them
master it nor does it teach them how to
apply the skill in different contexts.

When teachers instruct secondary
students how to use map scales, they also
must teach them to calculate miles from
inches. Students become more pro“cient if
they actually apply the skill on various
maps and create maps of their own
surroundings than if they are just given
numerous problems to solve.

When elementary teachers begin
working with students on liquid and dry
measurement, having the students use a
recipe to actually measure ingredients and
create a food item is much more
meaningful than using pictures, charts, or
just “lling cups with water or sand.

In medical school, having students
actually observe and become involved in
various procedures or surgeries is much
more meaningful than just reading about
the conditions in textbooks.

With respect to the Law of Effect, Thorndike originally thought that the effects of satis-
“ers (rewards) and annoyers (punishments) were opposite but comparable, but research
showed this was not the case. Rather, rewards strengthened connections, but punishment
did not necessarily weaken them (Thorndike, 1932). Instead, connections are weakened
when alternative connections are strengthened. In one study (Thorndike, 1932), partici-
pants were presented with uncommon English words (e.g., edacious, eidolon). Each word
was followed by “ve common English words, one of which was a correct synonym. On
each trial, participants chose a synonym and underlined it, after which the experimenter
said •rightŽ (reward) or •wrongŽ (punishment). Reward improved learning, but punishment
did not diminish the probability of that response occurring to that stimulus word.

Punishment suppresses responses, but they are not forgotten. Punishment is not an
effective means of altering behavior because it does not teach students correct behaviors
but rather informs them of what not to do. This also is true with cognitive skills. Brown
and Burton (1978) found that students learn buggy algorithms(incorrect rules) for solving
problems (e.g., subtract the smaller number from the larger, column by column, 4371 �
2748 � 2437). When students are informed that this method is incorrect and are given
corrective feedback and practice in solving problems correctly, they learn the correct
method but do not forget the old way.

Thorndike and Education

As a professor of education at Teachers College, Columbia University, Thorndike wrote
books that addressed topics such as educational goals, learning processes, teaching
methods, curricular sequences, and techniques for assessing educational outcomes
(Hilgard, 1996; Mayer, 2003; Thorndike, 1906, 1912; Thorndike & Gates, 1929). Some of
Thorndike•s many contributions to education are the following.
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Principles of Teaching.Teachers should help students form good habits. As Thorndike
(1912) noted:

� Form habits. Do not expect them to create themselves.
� Beware of forming a habit which must be broken later.
� Do not form two or more habits when one will do as well.
� Other things being equal, have a habit formed in the way in which it is to be used.

(pp. 173…174)

The last principle cautions against teaching content that is removed from its applica-
tions: •Since the forms of adjectives in German or Latin are always to be used with nouns,
they should be learned with nounsŽ (p. 174). Students need to understand how to apply
knowledge and skills they acquire. Uses should be learned in conjunction with the content.

Sequence of Curricula.A skill should be introduced (Thorndike & Gates, 1929):

� At the time or just before the time when it can be used in some serviceable way
� At the time when the learner is conscious of the need for it as a means of satisfy-

ing some useful purpose
� When it is most suited in dif“culty to the ability of the learner
� When it will harmonize most fully with the level and type of emotions, tastes, in-

stinctive and volitional dispositions most active at the time
� When it is most fully facilitated by immediately preceding learnings and when it

will most fully facilitate learnings which are to follow shortly. (pp. 209…210)

These principles con”ict with typical content placement in schools, where content is
segregated by subject (e.g., social studies, mathematics, science). But Thorndike and Gates
(1929) urged that knowledge and skills be taught with different subjects. For example,
forms of government are appropriate topics not only in civics and history, but also in
English (how governments are re”ected in literature) and foreign language (government
structure in other countries). Some additional applications are shown in Application 3.2.

Mental Discipline. Mental discipline is the view that learning certain subjects (e.g., the
classics, mathematics) enhances general mental functioning better than learning other
subjects. Mental discipline was a popular view among educators during Thorndike•s time.
He tested this idea with 8,500 students in grades 9 to 11 (Thorndike, 1924). Students were
given intelligence tests a year apart, and their programs of study that year were compared
to determine whether certain courses were associated with greater intellectual gains. The
results provided no support for mental discipline. Students who had greater ability to
begin with made the best progress regardless of what they studied.

If our inquiry had been carried out by a psychologist from Mars, who knew nothing of theories
of mental discipline, and simply tried to answer the question, •What are the amounts of in”uence
of sex, race, age, amounts of ability, and studies taken, upon the gain made during the year in
power to think, or intellect, or whatever our stock intelligence tests measure,Ž he might even
dismiss •studies takenŽ with the comment, •The differences are so small and the unreliabilities
are relatively so large that this factor seems unimportant.Ž The one causal factor which he would
be sure was at work would be the intellect already existent. Those who have the most to begin
with gain the most during the year. (Thorndike, 1924, p. 95)
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So rather than assuming that some subject areas improve students• mental abilities
better than others, we should assess how different subject areas affect students• ability to
think, as well as other outcomes (e.g., interests, goals). Thorndike•s in”uential research
led educators to redesign curricula away from the mental discipline idea.

CLASSICAL CONDITIONING

We have seen that events in the United States in the early twentieth century helped es-
tablish psychology as a science and learning as a legitimate “eld of study. At the same
time, there were important developments in other countries. One of the most signi“ cant
was the work of Ivan Pavlov (1849…1936), a Russian physiologist who won the Nobel
Prize in 1904 for his work on digestion.

Pavlov•s legacy to learning theory was his work on classical conditioning (Cuny,
1965; Hunt, 1993; Windholz, 1997). While Pavlov was the director of the physiological
laboratory at the Institute of Experimental Medicine in Petrograd, he noticed that dogs
often would salivate at the sight of the attendant bringing them food or even at the
sound of the attendant•s footsteps. Pavlov realized that the attendant was not a natural
stimulus for the re”ex of salivating; rather, the attendant acquired this power by being
associated with food.

APPLICATION 3.2

Sequence of Curricula

Thorndike•s views on the sequence of
curricula suggest that learning should be
integrated across subjects. Kathy Stone
prepared a unit for her third-grade class in
the fall on pumpkins. The students studied
the signi“cance of pumpkins to the
American colonists (history), where
pumpkins currently are grown (geography),
and the varieties of pumpkins grown
(agriculture). They measured and charted the
various sizes of pumpkins (mathematics),
carved the pumpkins (art), planted pumpkin
seeds and studied their growth (science),
and read and wrote stories about pumpkins
(language arts). This approach provides a
meaningful experience for children and •real
lifeŽ learning of various skills.

In developing a history unit on the
Civil War, Jim Marshall went beyond just
covering factual material and incorporated
comparisons from other wars, attitudes
and feelings of the populace during that
time period, biographies and personalities
of individuals involved in the war, and the
impact the war had on the United States
and implications for the future. In
addition, Mr. Marshall worked with other
teachers in the building to expand the unit
by examining the terrain of major
battlefields (geography), weather
conditions during major battles (science),
and the emergence of literature (language
arts) and creative works (art, music,
drama) during that time period.
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Basic Processes

Classical conditioning is a multistep procedure that initially involves presenting an
unconditioned stimulus (UCS), which elicits an unconditioned response (UCR). Pavlov
presented a hungry dog with meat powder (UCS), which would cause the dog to salivate
(UCR). To condition the animal requires repeatedly presenting an initially neutral stimu-
lus for a brief period before presenting the UCS. Pavlov often used a ticking metronome
as the neutral stimulus. In the early trials, the ticking of the metronome produced no sali-
vation. Eventually, the dog salivated in response to the ticking metronome prior to the
presentation of the meat powder. The metronome had become a conditioned stimulus
(CS) that elicited a conditioned response (CR)similar to the original UCR (Table 3.1).
Repeated nonreinforced presentations of the CS (i.e., without the UCS) cause the CR to
diminish in intensity and disappear, a phenomenon known as extinction (Larrauri &
Schmajuk, 2008; Pavlov, 1932b).

Spontaneous recoveryoccurs after a time lapse in which the CS is not presented and
the CR presumably extinguishes. If the CS then is presented and the CR returns, we say
that the CR spontaneously recovered from extinction. A CR that recovers will not endure
unless the CS is presented again. Pairings of the CS with the UCS restore the CR to full
strength. The fact that CS…CR pairings can be instated without great dif“culty suggests that
extinction does not involve unlearning of the associations (Redish, Jensen, Johnson, &
Kurth-Nelson, 2007).

Generalization means that the CR occurs to stimuli similar to the CS (Figure 3.2).
Once a dog is conditioned to salivate in response to a metronome ticking at 70 beats per
minute, it also may salivate in response to a metronome ticking faster or slower, as well
as to ticking clocks or timers. The more dissimilar the new stimulus is to the CS or the
fewer elements that they share, the less generalization occurs (Harris, 2006).

Discrimination is the complementary process that occurs when the dog learns to re-
spond to the CS but not to other, similar stimuli. To train discrimination, an experimenter
might pair the CS with the UCS and also present other, similar stimuli without the UCS. If
the CS is a metronome ticking at 70 beats per minute, it is presented with the UCS,
whereas other cadences (e.g., 50 and 90 beats per minute) are presented but not paired
with the UCS.

Once a stimulus becomes conditioned, it can function as a UCS and higher-order
conditioning can occur (Pavlov, 1927). If a dog has been conditioned to salivate at the
sound of a metronome ticking at 70 beats per minute, the ticking metronome can func-
tion as a UCS for higher-order conditioning. A new neutral stimulus (such as a buzzer)

Phase Stimulus Response

1 UCS (food powder) UCR (salivation)

2 CS (metronome), then
UCS (food powder)

UCR (salivation)

3 CS (metronome) CR (salivation)

Table 3.1
Classical conditioning procedure.
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can be sounded for a few seconds, followed by the ticking metronome. If, after a few tri-
als, the dog begins to salivate at the sound of the buzzer, the buzzer has become a sec-
ond-order CS. Conditioning of the third order involves the second-order CS serving as the
UCS and a new neutral stimulus being paired with it. Pavlov (1927) reported that condi-
tioning beyond the third order is dif“cult.

Higher-order conditioning is a complex process that is not well understood (Rescorla,
1972). The concept is theoretically interesting and might help to explain why some social
phenomena (e.g., test failure) can cause conditioned emotional reactions, such as stress
and anxiety. Early in life, failure may be a neutral event. Often it becomes associated with
disapproval from parents and teachers. Such disapproval may be an UCS that elicits anx-
iety. Through conditioning, failure can elicit anxiety. Cues associated with the situation
also can become conditioned stimuli. Thus, students may feel anxious when they walk
into a room where they will take a test or when a teacher passes out a test.

CSs capable of producing CRs are called primary signals. Unlike animals, people
have the capacity for speech, which greatly expands the potential for conditioning
(Windholz, 1997). Language constitutes the second signal system. Words or thoughts are
labels denoting events or objects and can become CSs. Thus, thinking about a test or lis-
tening to the teacher discuss a forthcoming test may cause anxiety. It is not the test that
makes students anxious but rather words or thoughts about the test, that is, its linguistic
representation or meaning.
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Generalization curve showing decreased
magnitude of conditioned response as a
function of increased dissimilarity with the
conditioned stimulus.
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Informational Variables

Pavlov believed that conditioning is an automatic process that occurs with repeated
CS…UCS pairings and that repeated nonpairings extinguish the CR. In humans, however,
conditioning can occur rapidly, sometimes after only a single CS…UCS pairing. Repeated
nonpairings of the CS and UCS may not extinguish the CR. Extinction seems highly con-
text dependent (Bouton, Nelson, & Rosas, 1999). Reponses stay extinguished in the same
context, but when the setting is changed, CRs may recur. These “ndings call into question
Pavlov•s description of conditioning.

Research subsequent to Pavlov has shown that conditioning depends less on the
CS…UCS pairing and more on the extent that the CS conveys information about the likeli-
hood of the UCS occurring (Rescorla, 1972, 1976). As an illustration, assume there are two
stimuli: One is always followed by a UCS and the other is sometimes followed by it. The
“rst stimulus should result in conditioning, because it reliably predicts the onset of the
UCS. It even may not be necessary to pair the CS and UCS; conditioning can occur by
simply telling people that they are related (Brewer, 1974). Likewise, repeated CS…UCS
nonpairings may not be necessary for extinction; telling people the contingency is no
longer in effect can reduce or extinguish the CR.

An explanation for these results is that people form expectationsconcerning the
probability of the UCS occurring (Rescorla, 1987). For a stimulus to become a CS, it must
convey information to the individual about the time, place, quantity, and quality of the
UCS. Even when a stimulus is predictive, it may not become conditioned if another stim-
ulus is a better predictor. Rather than conditioning being automatic, it appears to be me-
diated by cognitive processes. If people do not realize there is a CS…UCS link, condition-
ing does not occur. When no CS…UCS link exists, conditioning can occur if people believe
it does. Although this contingency view of conditioning may not be entirely accurate
(Papini & Bitterman, 1990), it provides a different explanation for conditioning than
Pavlov•s and highlights its complexity.

Biological In”uences

Pavlov (1927, 1928) believed that any perceived stimulus can be conditioned to any re-
sponse that can be made. Subsequent research has shown that the generality of condition-
ing is limited. Within any species, responses can be conditioned to some stimuli but not to
others. Conditioning depends on the compatibility of the stimulus and response with
species-speci“c reactions (Hollis, 1997). All organisms inherently possess the basic behav-
ioral patterns that enable them to survive in their niches, but learning provides the “ne-tun-
ing necessary for successful adaptation (Garcia & Garcia y Robertson, 1985, p. 197).

An experiment by Garcia and Koelling (1966) with rats demonstrated the importance
of biological factors. Some rats drank water accompanied by bright lights and noise (aver-
sive stimulus„bright, noisy water). Rats either were shocked immediately or treated so
that they became nauseous some time later. Other rats drank regular (saccharin) water
and were either shocked or became nauseous later. Bright, noisy water plus shock led to
a conditioned aversion to the water, but bright, noisy water plus nausea did not. Regular
(saccharin) water plus nausea led to an aversion to the water, but regular water plus
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shock did not. The shock (an external event) was easily associated with the bright lights
and noise (external cues), but not nausea (an internal event). Nausea became a CR to an
internal stimulus (taste). Although the interval between drinking the water and nausea
(an hour) was too long to satisfy a classical conditioning model, the results support the
complexity of classical conditioning by suggesting that rats have developed an evolution-
ary mechanism to guard against taste aversions. In general, it appears that conditioning
may occur only if stimuli somehow •belongŽ together, and thus the process may serve to
help animals adapt to their environments (Hollis, 1997).

Conditioned Emotional Reactions

Pavlov (1932a, 1934) applied classical conditioning principles to abnormal behavior and
discussed how neuroses and other pathological states might develop. His views were
speculative and unsubstantiated, but classical conditioning principles have been applied
by others to condition emotional reactions.

Watson claimed to demonstrate the power of emotional conditioning in the well-
known Little Albert experiment (Watson & Rayner, 1920). Albert was an 11-month-old in-
fant who showed no fear of a white rat. During conditioning, a hammer was struck
against a steel bar behind Albert as he reached out for the rat. •The infant jumped vio-
lently and fell forward, burying his face in the mattressŽ (p. 4). This sequence was imme-
diately repeated. One week later when the rat was presented, Albert began to reach out
but then withdrew his hand. The previous week•s conditioning was apparent. Tests over
the next few days showed that Albert reacted emotionally to the rat•s presence. There
also was generalization of fear to a rabbit, dog, and fur coat. When Albert was retested a
month later with the rat, he showed a mild emotional reaction.

Although this study is widely cited as showing how conditioning can produce emo-
tional reactions, the in”uence of conditioning usually is not that powerful (Harris, 1979).
As we saw in the preceding section, classical conditioning is a complex phenomenon;
one cannot condition any response to any stimulus. Species have evolved mechanisms
predisposing them to being conditioned in some ways and not in others (Hollis, 1997).
Among humans, conditioning occurs when people are aware of the relation between the
CS and the UCS, and information that the UCS may not follow the CS can produce ex-
tinction. Attempts to replicate Watson and Rayner•s “ndings were not uniformly success-
ful. Valentine (1930a), for example, found no evidence of conditioning when he used ob-
jects as the CS instead of animals.

A more reliable means of producing emotional conditioning is with systematic de-
sensitization, which is often used with individuals who possess debilitating fears
(Wolpe, 1958; see Application 3.3). Desensitization comprises three phases. In the first
phase, the therapist and the client jointly develop an anxiety hierarchy of several situ-
ations graded from least-to-most anxiety-producing for the client. For a test-anxious
student, low-anxiety situations might be hearing a test announcement in class and
gathering together materials to study. Situations of moderate anxiety might be studying
the night before the test and walking into class on the day of the test. High-anxiety sit-
uations could include receiving a copy of the test in class and not knowing the answer
to a test question.
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APPLICATION 3.3

Emotional Conditioning

In the second phase, the client learns to relax by imagining pleasant scenes (e.g.,
lying on a beach) and cuing relaxation (saying •relaxŽ). In the third phase, the client,
while relaxed, imagines the lowest (least-anxious) scene on the hierarchy. This may be
repeated several times, after which the client imagines the next scene. Treatment pro-
ceeds up the hierarchy until the client can imagine the most anxiety-producing scene
without feeling anxious. If the client reports anxiety while imagining a scene, the client
drops back down the hierarchy to a scene that does not produce anxiety. Treatment may
require several sessions.

Desensitization involves counterconditioning. The relaxing scenes that one imagines
(UCS) produce relaxation (UCR). Anxiety-producing cues (CS) are paired with the relax-
ing scenes. Relaxation is incompatible with anxiety. By initially pairing a weak anxiety
cue with relaxation and by slowly working up the hierarchy, all of the anxiety-producing
cues eventually should elicit relaxation (CR).

Principles of classical conditioning are
relevant to some dysfunctional behaviors.
Children entering kindergarten or “rst grade
may possess fears related to the new
experiences. At the beginning of the school
year, primary teachers might develop
procedures to desensitize some of the
children•s fears. Visitation sessions give
students the opportunity to meet their
teacher and other students and to see their
classroom and the seat with their name on
it. On the “rst few days of school, the
teacher might plan fun but relatively calm
activities involving students getting to know
their teacher, classmates, room, and school
building. Students could tour the building,
return to their room, and draw pictures.
They might talk about what they saw.
Students can be taken to of“ces to meet the
principal, assistant principal, nurse, and
counselor. They also could play name
games in which they introduce themselves
and then try to recall names of classmates.

These activities represent an informal
desensitization procedure. For some

children, cues associated with the school
serve as stimuli eliciting anxiety. The fun
activities elicit pleasurable feelings, which
are incompatible with anxiety. Pairing fun
activities with cues associated with school
may cause the latter to become less anxiety
producing.

Some education students may be
anxious about teaching complete lessons
to an entire class. Anxieties should be
lessened when students spend time in
classrooms and gradually assume more
responsibility for instruction. Pairing
classroom and teaching experiences with
formal study can desensitize fears related
to being responsible for children•s
learning.

Some drama students have extreme
problems with stage fright. Drama teachers
may work with students to lessen these
anxieties by practicing more on the actual
stage and by opening up rehearsals to allow
others to watch. Exposure to performing in
front of others should help diminish some
of the fears.
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Desensitization is an effective procedure that can be accomplished in a therapist•s
or counselor•s office. It does not require the client to perform the activities on the hi-
erarchy. A disadvantage is that the client must be able to imagine scenes. People differ
in their ability to form mental images. Desensitization also requires the skill of a pro-
fessional therapist or counselor and should not be attempted by anyone unskilled in
its application.

CONTIGUOUS CONDITIONING

Another individual who advanced a behavioral perspective on learning was Edwin R.
Guthrie (1886…1959), who postulated learning principles based on associations (Guthrie,
1940). For Guthrie, the key behaviors were acts and movements.

Acts and Movements

Guthrie•s basic principles re”ect the idea of contiguity of stimuli and responses:

A combination of stimuli which has accomplished a movement will on its recurrence tend to
be followed by that movement. (Guthrie, 1952, p. 23)

And alternatively,

Stimulus patterns which are active at the time of a response tend, on being repeated, to elicit
that response. (Guthrie, 1938, p. 37)

Movementsare discrete behaviors that result from muscle contractions. Guthrie distin-
guished movements from acts, or large-scale classes of movements that produce an out-
come. Playing the piano and using a computer are acts that include many movements. A
particular act may be accompanied by a variety of movements; the act may not specify
the movements precisely. In basketball, for example, shooting a basket (an act) can be
accomplished with a variety of movements.

Contiguity learning implies that a behavior in a situation will be repeated when that
situation recurs (Guthrie, 1959); however, contiguity learning is selective. At any given
moment, a person is confronted with many stimuli, and associations cannot be made to
all of them. Rather, only a small number of stimuli are selected, and associations are
formed between them and responses. The contiguity principle also applies to memory.
Verbal cues are associated with stimulus conditions or events at the time of learning
(Guthrie, 1952). Forgetting involves new learning and is due to interference in which an
alternative response is made to an old stimulus.

Associative Strength

Guthrie•s theory contends that learning occurs through pairing of stimulus and response.
Guthrie (1942) also discussed the strength of the pairing, or associative strength:

A stimulus pattern gains its full associative strength on the occasion of its “rst pairing with a
response. (p. 30)
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He rejected the notion of associations through frequency, as embodied in Thorndike•s
original Law of Exercise (Guthrie, 1930). Although Guthrie did not suggest that people
learn complex behaviors by performing them once, he believed that initially one or more
movements become associated. Repetition of a situation adds movements, combines
movements into acts, and establishes the act under different environmental conditions.

The Guthrie and Horton (1946) experiment with cats was interpreted as supporting
this all-or-none principle of learning. Guthrie and Horton used a puzzle box similar to
Thorndike•s. Touching a post in the center triggered the mechanism that sprang open the
door, allowing the cat to escape. When cats initially were placed in the box, they ex-
plored it and made a series of random movements. Eventually they made a response that
released the mechanism, and they escaped. They may have hit the post with a paw;
brushed against it; or backed into it. The cat•s last response (hitting the pole) was suc-
cessful because it opened the door, and cats repeated their last response when put back
into the box. The last movement became associated with the puzzle box, because it al-
lowed the animal to escape.

Guthrie•s position does not imply that once students successfully solve a quadratic
equation or write a research paper they have mastered the requisite skills. Practice links
the various movements involved in the acts of solving equations and writing papers. The
acts themselves may have many variations (types of equations and papers) and ideally
should transfer„students should be able to solve equations and write papers in different
contexts. Guthrie accepted Thorndike•s notion of identical elements. To produce transfer,
behaviors should be practiced in the exact situations in which they will be called for, such
as at desks, in small groups, and at home.

Rewards and Punishments

Guthrie believed that responses do not need to be rewarded to be learned. The key mech-
anism is contiguity, or close pairing in time between stimulus and response. The response
does not have to be satisfying; a pairing without consequences could lead to learning.

Guthrie (1952) disputed Thorndike•s Law of Effect because satis“ers and annoyers are
effects of actions; therefore, they cannot in”uence learning of previous connections but
only subsequent ones. Rewards might help to prevent unlearning (forgetting) because
they prevent new responses from being associated with stimulus cues. In the Guthrie and
Horton (1946) experiment, the reward (escape from the box) took the animal out of the
learning context and prevented acquisition of new associations to the box. Similarly, pun-
ishment will produce unlearning only if it causes the animal to learn something else.

Contiguity is a central feature of school learning. Flashcards help students learn arith-
metic facts. Students learn to associate a stimulus (e.g., 4 � 4) with a response (16).
Foreign-language words are associated with their English equivalents, and chemical sym-
bols are associated with their element names.

Habit Formation and Change

Habits are learned dispositions to repeat past responses (Wood & Neal, 2007). Because
habits are behaviors established to many cues, teachers who want students to behave
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well in school should link school rules with many cues. •Treat others with respect,Ž needs
to be linked with the classroom, computer lab, halls, cafeteria, gymnasium, auditorium,
and playground. By applying this rule in each of these settings, students• respectful be-
haviors toward others become habitual. If students believe they have to practice respect
only in the classroom, respecting others will not become a habit.

The key to changing behavior is to •“nd the cues that initiate the action and to prac-
tice another response to these cuesŽ (Guthrie, 1952, p. 115). Guthrie identified three
methods for altering habits: threshold, fatigue, and incompatible response (Table 3.2).
Although these methods have differences, they all present cues for an habitual action but
arrange for it not to be performed (Application 3.4).

In the threshold method, the cue (stimulus) for the habit to be changed (the un-
desired response) is introduced at such a weak level that it does not elicit the re-
sponse; it is below the threshold level of the response. Gradually the stimulus is intro-
duced at greater intensity until it is presented at full strength. Were the stimulus
introduced at its greatest intensity, the response would be the behavior that is to be
changed (the habit). For example, some children react to the taste of spinach by re-
fusing to eat it. To alter this habit, parents might introduce spinach in small bites or
mixed with a food that the child enjoys. Over time, the amount of spinach the child
eats can be increased.

In the fatigue method, the cue for engaging in the behavior is transformed into a
cue for avoiding it. Here the stimulus is introduced at full strength and the individual
performs the undesired response until he or she becomes exhausted. The stimulus be-
comes a cue for not performing the response. To alter a child•s behavior of repeatedly
throwing toys, parents might make the child throw toys until it is no longer fun (some
limits are needed!).

Table 3.2
Guthrie•s methods for breaking habits.

Method Explanation Example

Threshold Introduce weak stimulus.
Increase stimulus, but keep it
below threshold value that
will produce unwanted response.

Introduce academic content
in short blocks of time for
children. Gradually increase
session length, but not to a
point where students become
frustrated or bored.

Fatigue Force child to make unwanted
response repeatedly in presence of
stimulus.

Give child who makes paper
airplanes in class a stack of
paper and have child make
each sheet into a plane.

Incompatible response In presence of stimulus, have
child make response incompatible
with unwanted response.

Pair cues associated with
media center with reading
rather than talking.
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APPLICATION 3.4

Breaking Habits

In the incompatible responsemethod, the cue for the undesired behavior is paired
with a response incompatible with the undesired response; that is, the two responses
cannot be performed simultaneously. The response to be paired with the cue must be
more attractive to the individual than the undesired response. The stimulus becomes a
cue for performing the alternate response. To stop snacking while watching TV, people

Guthrie•s contiguity principle offers practical
suggestions for how to break habits. One
application of the threshold method
involves the time young children spend on
academic activities. Many young children
have short attention spans, which limit the
length of time they can sustain work on one
activity. Most activities are scheduled to last
no longer than 30…40 minutes. However, at
the start of the school year, attention spans
quickly wane and behavior problems often
result. To apply Guthrie•s theory, a teacher
might, at the start of the year, limit activities
to 15…20 minutes. Over the next few weeks
the teacher could gradually increase the
time students spend working on a single
activity.

The threshold method also can be
applied to teaching printing and
handwriting. When children “rst learn to
form letters, their movements are awkward
and they lack “ne motor coordination. The
distances between lines on a page are
purposely wide so children can “t the letters
into the space. If paper with narrower lines
is initially introduced, students• letters would
spill over the borders and students might
become frustrated. Once students can form
letters within the wider lines, they can use
paper with narrower lines to help them
re“ne their skills.

Teachers need to be judicious when
using the fatigue method. Jason likes to
make paper airplanes and sail them across

the room. His teacher might remove him
from the classroom, give him a large stack
of paper, and tell him to start making paper
airplanes. After Jason has made several
airplanes, the activity should lose its
attraction and paper will no longer be a cue
for him to make airplanes.

Some students like to race around the
gym when they “rst enter their physical
education class. To employ the fatigue
method, the physical education teacher
might just let these students keep running
after the class has begun. Soon they will tire
and quit running.

The incompatible response method can
be used with students who talk and
misbehave in the media center. Reading is
incompatible with talking. The media center
teacher might ask the students to “nd
interesting books and read them while in
the center. Assuming that the students “nd
the books enjoyable, the media center will,
over time, become a cue for selecting and
reading books rather than for talking with
other students.

A social studies teacher has some
students who regularly do not pay attention
in class. The teacher realized that using the
board and slides while lecturing was very
boring. Soon the teacher began to
incorporate other elements into each lesson,
such as experiments, “lm clips, and
debates, in an attempt to involve students
and raise their interest in the course.
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should keep their hands busy (e.g., sew, paint, work crossword puzzles). Over time,
watching TV becomes a cue for engaging in an activity other than snacking. Systematic
desensitization (described earlier) also makes use of incompatible responses.

Punishment is ineffective in altering habits (Guthrie, 1952). Punishment following a
response cannot affect the stimulus…response association. Punishment given while a be-
havior is being performed may disrupt or suppress the habit but not change it.
Punishment does not establish an alternate response to the stimulus. The threat of pun-
ishment even can prove to be exciting and bolster the habit. It is better to alter negative
habits by replacing them with desirable ones (i.e., incompatible responses).

Guthrie•s theory does not include cognitive processes and thus is not considered to
be a viable learning theory today. Nonetheless, its emphasis on contiguity is timely be-
cause current theories stress contiguity. In cognitive theories, a key point is that people
must understand the relationship between a stimulus (situation, event) and the appropri-
ate response. Guthrie•s ideas about changing habits also are thought provoking and pro-
vide good general guidance for anyone wishing to develop better habits.

OPERANT CONDITIONING

A well-known behavioral theory is operant conditioning, formulated by B. F. (Burrhus
Frederic) Skinner (1904…1990). Beginning in the 1930s, Skinner published a series of pa-
pers reporting results of laboratory studies with animals in which he identi“ed the various
components of operant conditioning. He summarized much of this early work in his in-
”uential book, The Behavior of Organisms(Skinner, 1938).

Skinner applied his ideas to human problems. Early in his career, he became interested
in education and developed teaching machines and programmed instruction. The
Technology of Teaching(Skinner, 1968) addresses instruction, motivation, discipline, and cre-
ativity. In 1948, after a dif“cult period in his life, he published Walden Two, which describes
how behavioral principles can be applied to create a utopian society. Skinner (1971) ad-
dressed the problems of modern life and advocated applying a behavioral technology to the
design of cultures in Beyond Freedom and Dignity. Skinner and others have applied operant
conditioning principles to such domains as school learning and discipline, child develop-
ment, language acquisition, social behaviors, mental illness, medical problems, substance
abuse, and vocational training (DeGrandpre, 2000; Karoly & Harris, 1986; Morris, 2003).

As a young man, Skinner aspired to be a writer (Skinner, 1970):

I built a small study in the attic and set to work. The results were disastrous. I frittered away
my time. I read aimlessly, built model ships, played the piano, listened to the newly-invented
radio, contributed to the humorous column of a local paper but wrote almost nothing else, and
thought about seeing a psychiatrist. (p. 6)

He became interested in psychology after reading Pavlov•s (1927) Conditioned Re”exes
and Watson•s (1924) Behaviorism. His subsequent career had a profound impact on the
psychology of learning.

Despite his admission that •I had failed as a writer because I had had nothing im-
portant to sayŽ (Skinner, 1970, p. 7), he was a proli“c writer who channeled his literary
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aspirations into scienti“c writing that spanned six decades (Lattal, 1992). His dedication
to his profession is evident in his giving an invited address at the American
Psychological Association convention eight days before his death (Holland, 1992;
Skinner, 1990). The association honored him with a special issue of its monthly journal,
American Psychologist(American Psychological Association, 1992). Although his theory
has been discredited by current learning theorists because it cannot adequately explain
higher-order and complex forms of learning (Bargh & Ferguson, 2000), his influence
continues as operant conditioning principles are commonly applied to enhance student
learning and behavior (Morris, 2003). In the opening scenario, for example, Leo employs
operant conditioning principles to control student misbehavior. Emily and Shayna, on
the other hand, argue for the importance of cognitive factors.

Conceptual Framework

This section discusses the assumptions underlying operant conditioning, how it re”ects a
functional analysis of behavior, and the implications of the theory for the prediction and
control of behavior. The theory and principles of operant conditioning are complex
(Dragoi & Staddon, 1999); those principles most relevant to human learning are covered
in this chapter.

Scientific Assumptions.Pavlov traced the locus of learning to the nervous system and
viewed behavior as a manifestation of neurological functioning. Skinner (1938) did not
deny that neurological functioning accompanies behavior, but he believed a psychology
of behavior can be understood in its own terms without reference to neurological or
other internal events.

Skinner raised similar objections to the unobservable processes and entities proposed
by modern cognitive views of learning (Overskeid, 2007). Private events, or internal re-
sponses, are accessible only to the individual and can be studied through people•s verbal
reports, which are forms of behavior (Skinner, 1953). Skinner did not deny the existence
of attitudes, beliefs, opinions, desires, and other forms of self-knowledge (he, after all,
had them), but rather quali“ed their role.

People do not experience consciousness or emotions but rather their own bodies,
and internal reactions are responses to internal stimuli (Skinner, 1987). A further problem
with internal processes is that translating them into language is difficult, because lan-
guage does not completely capture the dimensions of an internal experience (e.g., pain).
Much of what is called knowing involves using language (verbal behavior). Thoughts are
types of behavior that are brought about by other stimuli (environmental or private) and
that give rise to responses (overt or covert). When private events are expressed as overt
behaviors, their role in a functional analysis can be determined.

Functional Analysis of Behavior.Skinner (1953) referred to his means of examining behav-
ior as a functional analysis:

The external variables of which behavior is a function provide for what may be called a causal
or functional analysis. We undertake to predict and control the behavior of the individual
organism. This is our •dependent variableŽ„the effect for which we are to “nd the cause. Our
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•independent variablesŽ„the causes of behavior„are the external conditions of which
behavior is a function. Relations between the two„the •cause-and-effect relationshipsŽ in
behavior„are the laws of a science. A synthesis of these laws expressed in quantitative terms
yields a comprehensive picture of the organism as a behaving system. (p. 35)

Learning is •the reassortment of responses in a complex situationŽ; conditioning
refers to •the strengthening of behavior which results from reinforcementŽ (Skinner, 1953,
p. 65). There are two types of conditioning: Type S and Type R. Type Sis Pavlovian con-
ditioning, characterized by the pairing of the reinforcing (unconditioned) stimulus with
another (conditioned) stimulus. The S calls attention to the importance of the stimulus in
eliciting a response from the organism. The response made to the eliciting stimulus is
known as respondent behavior.

Although Type S conditioning may explain conditioned emotional reactions, most
human behaviors are emitted in the presence of stimuli rather than automatically elicited
by them. Responses are controlled by their consequences, not by antecedent stimuli. This
type of behavior, which Skinner termed Type Rto emphasize the response aspect, is
operant behaviorbecause it operates on the environment to produce an effect.

If the occurrence of an operant is followed by presentation of a reinforcing stimulus, the
strength is increased. . . . If the occurrence of an operant already strengthened through
conditioning is not followed by the reinforcing stimulus, the strength is decreased. (Skinner,
1938, p. 21)

We might think of operant behavior as •learning by doing,Ž and in fact much learning
occurs when we perform behaviors (Lesgold, 2001). Unlike respondent behavior, which
prior to conditioning does not occur, the probability of occurrence of an operant is never
zero because the response must be made for reinforcement to be provided. Reinforcement
changes the likelihood or rate of occurrence of the response. Operant behaviors act upon
their environments and become more or less likely to occur because of reinforcement.

Basic Processes

This section examines the basic processes in operant conditioning: reinforcement, extinc-
tion, primary and secondary reinforcers, the Premack Principle, punishment, schedules of
reinforcement, generalization, and discrimination.

Reinforcement. Reinforcement is responsible for response strengthening„incr easing the
rate of responding or making responses more likely to occur. A reinforcer (or reinforcing
stimulus) is any stimulus or event following a response that leads to response strength-
ening. Reinforcers (rewards) are de“ned based on their effects, which do not depend
upon mental processes such as consciousness, intentions, or goals (Schultz, 2006).
Because reinforcers are de“ned by their effects, they cannot be determined in advance.

The only way to tell whether or not a given event is reinforcing to a given organism under
given conditions is to make a direct test. We observe the frequency of a selected response,
then make an event contingent upon it and observe any change in frequency. If there is a
change, we classify the event as reinforcing to the organism under the existing conditions.
(Skinner, 1953, pp. 72…73)
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Table 3.3
Reinforcement and punishment processes.

SD �

Discriminative
Stimulus

R �

Response

SR

Reinforcing
(Punishing)
Stimulus

Positive Reinforcement (Present positive reinforcer)

T gives independent study time L studies* T praises L for good work

Negative Reinforcement (Remove negative reinforcer)

T gives independent study time L studies T says L does not have
to do homework

Punishment (Present negative reinforcer)

T gives independent study time L wastes time T gives homework

Punishment (Remove positive reinforcer)

T gives independent study time L wastes time T says L will miss
free time

*T refers to teacher and L to learner.

Reinforcers are situationally speci“c: They apply to individuals at given times under
given conditions. What is reinforcing to a particular student during reading now may not
be during mathematics now or during reading later. Despite this speci“city, stimuli or
events that reinforce behavior can, to some extent, be predicted (Skinner, 1953). Students
typically “nd r einforcing such events as teacher praise, free time, privileges, stickers, and
high grades. Nonetheless, one never can know for certain whether a consequence is re-
inforcing until it is presented after a response and we see whether behavior changes.

The basic operant model of conditioning is the three-term contingency:

SD � R � SR

A discriminative stimulus (SD) sets the occasion for a response (R) to be emitted,
which is followed by a reinforcing stimulus (SR, or reinforcement). The reinforcing stim-
ulus is any stimulus (event, consequence) that increases the probability the response will
be emitted in the future when the discriminative stimulus is present. In more familiar
terms, we might label this the A-B-C model:

A (Antecedent) � B (Behavior) � C (Consequence)

Positive reinforcementinvolves presenting a stimulus, or adding something to a situ-
ation, following a response, which increases the future likelihood of that response occur-
ring in that situation. A positive reinforceris a stimulus that, when presented following a
response, increases the future likelihood of the response occurring in that situation. In the
opening scenario, Leo uses points as positive reinforcers for good behavior (Table 3.3).
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APPLICATION 3.5

Positive and Negative Reinforcement

Teachers can use positive and negative
reinforcement to motivate students to master
skills and spend more time on task. For
example, while teaching concepts in a
science unit, a teacher might ask students to
complete questions at the end of the
chapter. The teacher also might set up
activity centers around the room that involve
hands-on experiments related to the lesson.
Students would circulate and complete the
experiments contingent on their successfully
answering the chapter questions (positive
reinforcement). This contingency re”ects the
Premack Principle of providing the
opportunity to engage in a more-valued
activity (experiments) as a reinforcer for
engaging in a less-valued one (completing
chapter questions). Students who complete
80% of the questions correctly and who
participate in a minimum of two

experiments do not have to complete
homework. This would function as negative
reinforcement to the extent that students
perceive homework as a negative reinforcer.

A middle school counselor working
with a student on improving classroom
behavior could have each of the student•s
teachers check •yesŽ or •noŽ as it relates to
class behavior for that day (acceptable,
unacceptable). For each •yes,Ž the student
receives 1 minute in the computer lab to
play computer games (positive
reinforcement for this student). At the end
of the week the student can use the earned
computer time following lunch. Further, if
the student earns a minimum of 15 minutes
in the lab, he or she does not have to take
a behavior note home to be signed by
parents (this assumes the student perceives
a behavior note as a negative reinforcer).

Negative reinforcementinvolves removing a stimulus, or taking something away from
a situation following a response, which increases the future likelihood that the response
will occur in that situation. A negative reinforcer is a stimulus that, when removed by a
response, increases the future likelihood of the response occurring in that situation. Some
stimuli that often function as negative reinforcers are bright lights, loud noises, criticism,
annoying people, and low grades, because behaviors that remove them tend to be rein-
forcing. Positive and negative reinforcement have the same effect: They increase the like-
lihood that the response will be made in the future in the presence of the stimulus.

To illustrate these processes, assume that a teacher is holding a question-and-answer
session with the class. The teacher asks a question (SD or A), calls on a student volunteer
who gives the correct answer (R or B), and praises the student (SR or C). If volunteering
by this student increases or remains at a high level, praise is a positive reinforcer and this
is an example of positive reinforcement because giving the praise increased volunteering.
Now assume that after a student gives the correct answer the teacher tells the student he
or she does not need to do the homework assignment. If volunteering by this student in-
creases or remains at a high level, the homework is a negative reinforcer and this is an
example of negative reinforcement because removing the homework increased volun-
teering. Application 3.5 gives other examples of positive and negative reinforcement.
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Extinction. Extinction involves the decline of response strength due to nonreinforcement.
Students who raise their hands in class but never get called on may stop raising their
hands. People who send many e-mail messages to the same individual but never receive
a reply eventually may quit sending messages to that person.

How rapidly extinction occurs depends on the reinforcement history (Skinner, 1953).
Extinction occurs quickly if few preceding responses have been reinforced. Responding is
much more durable with a lengthier history of reinforcement. Extinction is not the same as
forgetting. Responses that extinguish can be performed but are not because of lack of re-
inforcement. In the preceding examples, the students still know how to raise their hands
and the people still know how to send e-mail messages. Forgetting involves a true loss of
conditioning over time in which the opportunities for responding have not been present.

Primary and Secondary Reinforcers.Stimuli such as food, water, and shelter are called
primary reinforcers because they are necessary for survival. Secondary reinforcersare stim-
uli that become conditioned through their association with primary reinforcers. A child•s fa-
vorite milk glass becomes secondarily reinforcing through its association with milk (a pri-
mary reinforcer). A secondary reinforcer that becomes paired with more than one primary
reinforcer is a generalized reinforcer. People work long hours to earn money (a generalized
reinforcer), which they use to buy many reinforcers (e.g., food, housing, TVs, vacations).

Operant conditioning explains the development and maintenance of much social be-
havior with generalized reinforcers. Children may behave in ways to draw adults• atten-
tion. Attention is reinforcing because it is paired with primary reinforcers from adults
(e.g., food, water, protection). Important educational generalized reinforcers are teachers•
praise, high grades, privileges, honors, and degrees. These reinforcers often are paired
with other generalized reinforcers, such as approval (from parents and friends) and
money (a college degree leads to a good job).

Premack Principle. Recall that we label a behavioral consequence as reinforcing only after
we apply it and see how it affects future behavior. It is somewhat troubling that we must
use common sense or trial and error in choosing reinforcers because we cannot know for
certain in advance whether a consequence will function as a reinforcer.

Premack (1962, 1971) described a means for ordering reinforcers that allows one to
predict reinforcers. The Premack Principle says that the opportunity to engage in a more
valued activity reinforces engaging in a less valued activity, where •valueŽ is de“ned in
terms of the amount of responding or time spent on the activity in the absence of rein-
forcement. If a contingency is arranged such that the value of the second (contingent)
event is higher than the value of the “rst (instrumental) event, an increase will be ex-
pected in the probability of occurrence of the “rst event (the reward assumption). If the
value of the second event is lower than that of the “rst event, the likelihood of occur-
rence of the “rst event ought to decrease (the punishment assumption).

Suppose that a child is allowed to choose between working on an art project, going to
the media center, reading a book in the classroom, or working at the computer. Over the
course of 10 such choices the child goes to the media center 6 times, works at the com-
puter 3 times, works on an art project 1 time, and never reads a book in the classroom. For
this child, the opportunity to go to the media center is valued the most. To apply the
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Premack Principle, a teacher might say to the child, •After you “nish reading this book,
you can go to the media center.Ž Considerable empirical evidence supports Premack•s
ideas, especially with respect to the reward assumption (Dunham, 1977).

The Premack Principle offers guidance for selecting effective reinforcers: Observe
what people do when they have a choice, and order those behaviors in terms of likeli-
hood. The order is not permanent, since the value of reinforcers can change. Any rein-
forcer, when applied often, can result in satiation and lead to decreased responding.
Teachers who employ the Premack Principle need to check students• preferences period-
ically by observing them and asking what they like to do. Determining in advance which
reinforcers are likely to be effective in a situation is critical in planning a program of be-
havioral change (Timberlake & Farmer-Dougan, 1991).

Punishment. Punishment decreases the future likelihood of responding to a stimulus.
Punishment may involve withdrawing a positive reinforcer or presenting a negative rein-
forcer following a response, as shown in Table 3.3. Assume that during a question-and-
answer session a student repeatedly bothers another student when the teacher is not
watching (teacher not watching � SD or A; misbehavior � R or B). The teacher spots the
misbehavior and says, •Stop bothering himŽ (SR or C). If the student quits bothering the
other student, the teacher•s criticism operates as a negative reinforcer and this is an
example of punishment because giving the criticism decreased misbehavior. But note that
from the teacher•s perspective, this is an example of negative reinforcement (misbehavior �
SD or A; criticism � R or B; end of misbehavior � SR or C). Since the teacher was nega-
tively reinforced, the teacher is likely to continue to criticize student misbehavior.

Instead of criticizing the student, assume that the teacher says, •You•ll have to stay inside
during recess today.Ž If the student•s misbehavior stops, recess operates as a positive rein-
forcer and this is an example of punishment because the loss of recess stops the misbehav-
ior. As before, the cessation of student misbehavior is negatively reinforcing for the teacher.

Punishment suppressesa response but does not eliminate it; when the threat of punish-
ment is removed, the punished response may return. The effects of punishment are com-
plex. Punishment often brings about responses that are incompatible with the punished be-
havior and that are strong enough to suppress it (Skinner, 1953). Spanking a child for
misbehaving may produce guilt and fear, which can suppress misbehavior. If the child mis-
behaves in the future, the conditioned guilt and fear may reappear and lead the child
quickly to stop misbehaving. Punishment also conditions responses that lead one to escape
or avoid punishment. Students whose teacher criticizes incorrect answers soon learn to
avoid volunteering answers. Punishment can condition maladaptive behaviors, because
punishment does not teach how to behave more productively. Punishment can further hin-
der learning by creating a con”ict such that the individual vacillates between responding
one way or another. If the teacher sometimes criticizes students for incorrect answers and
sometimes does not, students never know when criticism is forthcoming. Such variable be-
havior can have emotional by-products„fear, anger, crying„that inter fere with learning.

Punishment is used often in schools to deal with disruptions. Common punishments
are loss of privileges, removals from the classroom, in- and out-of-school suspensions,
and expulsions (Maag, 2001). Yet there are several alternatives to punishment (Table 3.4).
One is to change the discriminative stimuli for negative behavior. For example, a student
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Table 3.4
Alternatives to punishment.

Alternative Example

Change the discriminative
stimuli

Move misbehaving student away from other misbehaving
students.

Allow the unwanted behavior
to continue

Have student who stands when he or she should be sitting
continue to stand.

Extinguish the unwanted
behavior

Ignore minor misbehavior so that it is not reinforced by teacher
attention.

Condition an incompatible
behavior

Reinforce learning progress, which occurs only when student is
not misbehaving.

seated in the back of the room may misbehave often. Teachers can change the discrimi-
native stimuli by moving the disruptive student to the front of the class. Another alterna-
tive is to allow the unwanted behavior to continue until the perpetrator becomes satiated,
which is similar to Guthrie•s fatigue method. A parent may allow a child throwing a
tantrum to continue to throw it until he or she becomes fatigued. A third alternative is to
extinguish an unwanted behavior by ignoring it. This may work well with minor misbe-
haviors (e.g., students whispering to one another), but when classrooms become disrup-
tive, teachers need to act in other ways. A fourth alternative is to condition incompatible
behavior with positive reinforcement. Teacher praise for productive work habits helps
condition those habits. The primary advantage of this alternative over punishment is that
it shows the student how to behave adaptively.

Schedules of Reinforcement.Schedules refer to when reinforcement is applied (Ferster &
Skinner, 1957; Skinner, 1938; Zeiler, 1977). A continuous scheduleinvolves reinforcement
for every correct response. This may be desirable while skills are being acquired:
Students receive feedback after each response concerning the accuracy of their work.
Continuous reinforcement helps to ensure that incorrect responses are not learned.

An intermittent schedule involves reinforcing some but not all correct responses.
Intermittent reinforcement is common in classrooms, because usually it is not possible for
teachers to reinforce each student for every correct or desirable response. Students are
not called on every time they raise their hands, are not praised after working each prob-
lem, and are not constantly told they are behaving appropriately.

Intermittent schedules are defined in terms of time or number of responses. An
interval schedule involves reinforcing the “rst correct response after a speci“c time pe-
riod. In a “xed-interval (FI) schedule, the time interval is constant from one reinforcement
to the next. An FI5 schedule means that reinforcement is delivered for the “rst response
made after 5 minutes. Students who receive 30 minutes of free time every Friday (contin-
gent on good behavior during the week) are operating under a “xed-interval schedule. In
a variable-interval (VI) schedule, the time interval varies from occasion to occasion
around some average value. A VI5 schedule means that on the average, the “rst correct



96 Chapter 3

response after 5 minutes is reinforced, but the time interval varies (e.g., 2, 3, 7, or 8 min-
utes). Students who receive 30 minutes of free time (contingent on good behavior) on an
average of once a week, but not necessarily on the same day each week, are operating
under a variable-interval schedule.

A ratio scheduledepends on the number of correct responses or rate of responding. In
a “xed-ratio (FR) schedule, every nth correct response is reinforced, where n is constant. An
FR10 schedule means that every 10th correct response receives reinforcement. In a variable-
ratio (VR) schedule, every nth correct response is reinforced, but the value varies around an
average number n. A teacher may give free time after every “fth workbook assignment is
completed (FR5) or periodically around an average of “ve completed assignments (VR5).

Reinforcement schedules produce characteristic patterns of responding, as shown in
Figure 3.3. In general, ratio schedules produce higher response rates than interval sched-
ules. A limiting factor in ratio schedules is fatigue due to rapid responding. Fixed-interval
schedules produce a scalloped pattern. Responding drops off immediately after reinforce-
ment but picks up toward the end of the interval between reinforcements. The variable-in-
terval schedule produces a steady rate of responding. Unannounced quizzes operate on
variable-interval schedules and typically keep students studying regularly. Intermittent
schedules are more resistant to extinction than continuous schedules: When reinforcement
is discontinued, responding continues for a longer time if reinforcement has been intermit-
tent rather than continuous. The durability of intermittent schedules can be seen in people•s
persistence at such events as playing slot machines, “shing, and shopping for bargains.

Generalization. Once a certain response occurs regularly to a given stimulus, the re-
sponse also may occur to other stimuli. This is called generalization (Skinner, 1953).
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Generalization seems troublesome for operant theory, because a response should not be
made in a situation in which it never has been reinforced. Skinner explained generaliza-
tion by noting that people perform many behaviors that lead to the “nal (reinforced) re-
sponse. These component behaviors are often part of the chains of behavior of different
tasks and therefore are reinforced in different contexts. When people are in a new situa-
tion, they are likely to perform the component behaviors, which produce an accurate re-
sponse or rapid acquisition of the correct response.

For example, students with good academic habits typically come to class, attend to
and participate in the activities, take notes, do the required reading, and keep up with the
assignments. These component behaviors produce high achievement and grades. When
such students begin a new class, it is not necessary that the content be similar to previous
classes in which they have been enrolled. Rather, the component behaviors have received
repeated reinforcement and thus are likely to generalize to the new setting.

Generalization, however, does not occur automatically. O•Leary and Drabman (1971)
noted that generalization •must be programmed like any other behavioral changeŽ (p. 393).
One problem with many behavior modi“cation programs is that they change behaviors but
the new behaviors do not generalize outside the training context. O•Leary and Drabman
(1971) offer suggestions on ways to facilitate generalization (Table 3.5and Application 3.6).

Discrimination. Discrimination , the complementary process to generalization, involves
responding differently (in intensity or rate) depending on the stimulus or features of a
situation (Rilling, 1977). Although teachers want students to generalize what they learn

Table 3.5
Suggestions for facilitating generalization.

Parental Involvement: Involve parents in behavioral change programs.

High Expectations: Convey to students that they are capable of performing well.

Self-Evaluation: Teach students to monitor and evaluate their behaviors.

Contingencies: Withdraw arti“cial contingencies (e.g., points), and replace with
natural ones (privileges).

Participation: Allow students to participate in specifying behaviors to be reinforced
and reinforcement contingencies.

Academics: Provide a good academic program because many students with 
behavior problems have academic de“ciencies.

Bene“ts: Show students how behavioral changes will bene“t them by linking
changes to activities of interest.

Reinforcement: Reinforce students in different settings to reduce discrimination 
between reinforced and nonreinforced situations.

Consistency: Prepare teachers in regular classes to continue to shape behaviors
of students in special classes after they are mainstreamed into the
regular program.
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to other situations, they also want them to respond discriminately. In solving mathemat-
ical word problems, teachers might want students to adopt a general problem-solving
approach comprising steps such as determining the given and the needed information,
drawing a picture, and generating useful formulas. Teachers also want students to learn
to discriminate problem types (e.g., area, time-rate-distance, interest rate). Being able to
identify quickly the type of problem enhances students• successes.

Spence (1936) proposed that to teach discrimination, desired responses should be
reinforced and unwanted responses extinguished by nonreinforcement. In school,
teachers point out similarities and differences among similar content and provide for pe-
riodic reviews to ensure that students discriminate properly and apply correct prob-
lem…solution methods.

Errors generally are thought to be disruptive and to produce learning of incorrect re-
sponses. This suggests that student errors should be kept to a minimum. Whether all errors
need to be eliminated is debatable. Motivation research shows that students who learn to
deal with errors in an adaptive manner subsequently persist longer on dif“cult tasks than
do students who have experienced errorless learning (Dweck, 1975; see Chapter 8).

Behavioral Change

Reinforcement can be given for making correct responses only when people know what
to do. Often, however, operant responses do not exist in “nal, polished form. If teachers
wait to deliver reinforcement until learners emit the proper responses, many learners
would never receive reinforcement because they never would acquire the responses. We
now turn to a discussion of how behavioral change occurs in operant conditioning,
which has important implications for learning.

APPLICATION 3.6

Generalization

Generalization can advance skill
development across subject areas. Finding
main ideas is relevant to language arts,
social studies, mathematics (word
problems), and other content areas. A
language arts teacher might provide
students with a strategy for finding main
ideas. Once students master this strategy,
the teacher explains how to modify its use
for other academic subjects and asks
students to think of uses. By teaching the
strategy well in one domain and facilitating
potential applications in other domains,

teachers save much time and effort
because they do not have to teach the
strategy in each content area.

Teaching expected behaviors (e.g.,
walking in the hall, raising a hand to
speak) can also be generalized. For
example, if all seventh-grade teachers
decide to have students use the same
format for the heading on their papers, it
could be explained in one class. Then
students could be asked to use the same
format (with minor alterations) in each of
their other classes.
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Successive Approximations (Shaping).The basic operant conditioning method of behav-
ioral change is shaping, or differential reinforcement of successive approximations to the
desired form or rate of behavior (Morse & Kelleher, 1977). To shape behavior, one ad-
heres to the following sequence:

� Identify what the student can do now (initial behavior)
� Identify the desired behavior
� Identify potential reinforcers in the student•s environment
� Break the desired behavior into small substeps to be mastered sequentially
� Move the student from the initial behavior to the desired behavior by successively

reinforcing each approximation to the desired behavior

Shaping is learning by doing with corrective feedback. A natural instance of shaping
can be seen in a student attempting to shoot a basketball from a point on the court. The
“rst shot falls short of the basket. The student shoots harder the second time, and the ball
hits the backboard. The student does not shoot quite as hard the third time, and the ball
hits the right rim and bounces off. On the fourth attempt, the student shoots as hard as
the third attempt but aims left. The ball hits the left rim and bounces off. Finally, the stu-
dent shoots just as hard but aims slightly to the right, and the ball goes into the basket.
Gradually the shot was honed to an accurate form.

Shaping might be applied systematically with a hyperactive student who can work on
a task for only a couple of minutes before becoming distracted. The goal is to shape the
student•s behavior so she can work uninterrupted for 30 minutes. Initially the teacher de-
livers a reinforcer when the student works productively for 2 minutes. After several suc-
cessful 2-minute intervals, the criterion for reinforcement is raised to 3 minutes. Assuming
that she works uninterrupted for several 3-minute periods, the criterion is raised to 4 min-
utes. This process continues to the goal of 30 minutes as long as the student reliably per-
forms at the criterion level. If the student encounters dif“culty at any point, the criterion
for reinforcement decreases to a level at which she can perform successfully.

An academic skill that might be shaped is teaching a student the multiplication facts
for 6. Presently he only knows 6 � 1 � 6 and 6 � 2 � 12. To earn reinforcement, he must
correctly recite these two plus 6 � 3 � 18. After he can do this reliably, the criterion for
reinforcement is raised to include 6 � 4 � 24. This process continues until he accurately
recites all the facts up to 6 � 10 � 60.

Chaining. Most human actions are complex and include several three-term contingencies
(A…B…C) linked successively. For example, shooting a basketball requires dribbling, turn-
ing, getting set in position, jumping, and releasing the ball. Each response alters the envi-
ronment, and this altered condition serves as the stimulus for the next response.
Chaining is the process of producing or altering some of the variables that serve as stim-
uli for future responses (Skinner, 1953). A chain consists of a series of operants, each of
which sets the occasion for further responses.

Consider a student solving an algebraic equation (e.g., 2x � 10 � 4). The � 10 serves
as the SD, to which the student makes the appropriate response (R, add 10 to both sides
of the equation). This product (2x � 14) is the SR and also the SD for the next response
(divide both sides of the equation by 2) to solve the equation (x � 7). This stimulus
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APPLICATION 3.7

Behavior Modi“cation

Behavior modi“cation for disruptive students
is dif“cult because such students may display
few appropriate responses to be positively
reinforced. A teacher might use shaping to
address a speci“c annoying behavior. Kathy
Stone has been having problems with Erik,
who continually pushes and shoves other
students when the class gets in line to go
somewhere in the building. When the class is
going only a short distance, Mrs. Stone could
inform Erik that if he stays in line without
pushing and shoving, he will be the line
leader on the way back to the class; however,
if he pushes or shoves, he immediately will
be removed from the line. This procedure
can be repeated until Erik can handle short
distances. Mrs. Stone then can allow him to

walk with the class for progressively longer
distances until he can behave in line for 
any distance.

Sarah, another child in Kathy Stone•s
class, frequently turns in messy work. Mrs.
Stone might use generalized reinforcers
such as special stickers (exchangeable for
various privileges) to help Sarah, whose
work typically is dirty, torn, and barely
readable. Sarah is told if she turns in a
paper that is clean, she can earn one
sticker; if it is not torn, another sticker; and
if the writing is neat, a third sticker. Once
Sarah begins to make improvements, Mrs.
Stone gradually can move the rewards to
other areas for improvement (e.g., correct
work, “nishing work on time).

serves as the SD to move to the next equation. Operations within each equation consti-
tute a chain, and the entire problem set constitutes a chain.

Chains are similar to Guthrie•s acts, whereas individual three-term contingencies resem-
ble movements. Some chains acquire a functional unity; the chain is an integrated sequence
such that successful implementation de“nes a skill. When skills are well honed, execution of
the chain occurs automatically. Riding a bicycle consists of several discrete acts, yet an ac-
complished rider executes these with little or no conscious effort. Such automaticity is often
present in cognitive skills (e.g., reading, solving mathematical problems). Chaining plays a
critical role in the acquisition of skills (Gollub, 1977; Skinner, 1978).

Behavior Modi“cation

Behavior modi“cation (or behavior therapy) refers to the systematic application of behav-
ioral learning principles to facilitate adaptive behaviors (Ullmann & Krasner, 1965).
Behavior modi“cation has been employed with adults and children in such diverse contexts
as classrooms, counseling settings, prisons, and mental hospitals. It has been used to treat
phobias, dysfunctional language, disruptive behaviors, negative social interactions, poor
child rearing, and low self-control (Ayllon & Azrin, 1968; Becker, 1971; Keller & Ribes-
Inesta, 1974; Ulrich, Stachnik, & Mabry, 1966). Lovaas (1977) successfully employed behav-
ior modi“cation to teach language to autistic children. Classroom applications are given in
Application 3.7.
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Techniques.The basic techniques of behavior modi“cation include reinforcement of de-
sired behaviors and extinction of undesired ones. Punishment is rarely employed but,
when used, more often involves removing a positive reinforcer rather than presenting a
negative reinforcer.

In deciding on a program of change, behavior modi“ers typically focus on the fol-
lowing three issues (Ullmann & Krasner, 1965):

� Which of the individual•s behaviors are maladaptive, and which should be in-
creased (decreased)?

� What environmental contingencies currently support the individual•s behaviors
(either to maintain undesirable behaviors or to reduce the likelihood of perform-
ing more adaptive responses)?

� What environmental features can be altered to change the individual•s behavior?

Change is most likely when modi“ers and clients agree that a change is needed and
jointly decide on the desired goals. The “rst step in establishing a program is to de“ne the
problem in behavioral terms. For example, the statement, •Keith is out of his seat too
often,Ž refers to overt behavior that can be measured: One can keep a record of the
amount of time that Keith is out of his seat. General expressions referring to unobserv-
ables (•Keith has a bad attitudeŽ) do not allow for objective problem de“nition.

The next step is to determine the reinforcers maintaining undesirable behavior.
Perhaps Keith is getting teacher attention only when he gets out of his seat and not when
he is seated. A simple plan is to have the teacher attend to Keith while he is seated and
engaged in academic work and to ignore him when he gets out of his seat. If the amount
of times that Keith is out of his seat decreases, teacher attention is a positive reinforcer.

A behavior modification program might employ such generalized reinforcers as
points that students exchange for backup reinforcers, such as tangible rewards, free time,
or privileges. Having more than one backup ensures that at least one will be effective for
each student at all times. A behavioral criterion must be established to earn reinforce-
ment. The “ve-step shaping procedure (discussed previously) can be employed. The cri-
terion is initially de“ned at the level of initial behavior and progresses in small increments
toward the desired behavior. A point is given to the student each time the criterion is sat-
is“ed. To extinguish any undesirable behavior by Keith, the teacher should not give him
too much attention if he gets out of his seat, but rather should inform him privately that
because he does not satisfy the criterion, he does not earn a point.

Punishment is used infrequently but may be needed when behavior becomes so dis-
ruptive that it cannot be ignored (e.g., “ghting). A common punishment is time-out (from
reinforcement). During time-out, the student is removed from the class social context.
There the student continues to engage in academic work without peer social interaction
or the opportunity to earn reinforcement. Another punishment is to remove positive rein-
forcers (e.g., free time, recess, privileges) for misbehavior.

Critics have argued that behavior modification shapes quiet and docile behaviors
(Winett & Winkler, 1972). Although a reasonable amount of quiet is needed to ensure
that learning occurs, some teachers seek a quiet classroom at all times, even when some
noise from social interactions would facilitate learning. The use of behavior modi“ cation
is inherently neither good nor bad. It can produce a quiet classroom or promote social
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initiations by withdrawn children (Strain, Kerr, & Ragland, 1981). Like the techniques
themselves, the goals of behavior modi“cation need to be thought out carefully by those
implementing the procedures.

Cognitive Behavior Modi“cation. Researchers also have incorporated cognitive elements
into behavior modification procedures. In cognitive behavior modification, learners•
thoughts (when verbalized) function as discriminative and reinforcing stimuli. Thus,
learners may verbally instruct themselves what to do and then perform the appropriate
behavior. Cognitive behavior modification techniques often are applied with students
with handicaps (Hallahan, Kneedler, & Lloyd, 1983), and used to reduce hyperactivity
and aggression (Robinson, Smith, Miller, & Brownell, 1999). Meichenbaum•s (1977) self-
instructional training is an example of cognitive behavior modi“cation (see Chapter 4).

Self-Regulation

Operant conditioning also addresses self-regulation (Mace, Bel“ore, & Hutchinson, 2001;
Mace, Bel“ore, & Shea, 1989). This perspective is covered in depth in Chapter 9. Operant
theory contends that self-regulated behavior involves choosing among alternative courses
of action (Brigham, 1982), typically by deferring an immediate reinforcer in favor of a dif-
ferent, and usually greater, future reinforcer. For example, Trisha stays home on Friday
night to study for an exam instead of going out with friends, and Kyle keeps working on
an academic task despite taunting peers nearby. They are deferring immediate reinforce-
ment for anticipated future reinforcement, as is John in the next example.

John is having difficulty studying. Despite good intentions, he spends insufficient
time studying and is easily distracted. A key to changing his behavior is to establish dis-
criminative stimuli (cues) for studying. With the assistance of his high-school counselor,
John establishes a de“nite time and place for studying (7 P.M. to 9 P.M. in his room with
one 10-minute break). To eliminate distracting cues, John agrees not to use his cell
phone, CD player, computer, or TV during this period. For reinforcement, John will
award himself one point for each night he successfully accomplishes his routine. When
he receives 10 points, he can take a night off.

From an operant conditioning perspective, one decides which behaviors to regulate,
establishes discriminative stimuli for their occurrence, evaluates performance in terms of
whether it matches the standard, and administers reinforcement. As discussed in Chapter 9,
the three key subprocesses are self-monitoring (deliberate attention to selected aspects of
one•s behavior), self-instruction (SDs that set the occasion for self-regulatory Rs leading to
SRs), and self-reinforcement (reinforcing oneself for performing a correct response).

INSTRUCTIONAL APPLICATIONS

Skinner (1954, 1961, 1968, 1984) wrote extensively on how his ideas can be applied to
solve educational problems. He believed that there is too much aversive control.
Although students rarely receive corporal punishment, they often work on assignments
not because they want to learn or because they enjoy them but rather to avoid punish-
ments such as teacher criticism, loss of privileges, and a trip to the principal•s of“ce.
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A second concern is that reinforcement occurs infrequently and often not at the proper
time. Teachers attend to each student for only a few minutes each day. While students are
engaged in seat work, several minutes can elapse between when they “nish an assignment
and when they receive teacher feedback. Consequently, students may learn incorrectly,
which means that teachers must spend additional time giving corrective feedback.

A third point is that the scope and sequence of curricula do not ensure that all stu-
dents acquire skills. Students do not learn at the same pace. To cover all the material,
teachers may move to the next lesson before all students have mastered the previous one.

Skinner contended that these and other problems cannot be solved by paying teachers
more money (although they would like that!), lengthening the school day and year, raising
standards, or toughening teacher certi“cation requirements. Rather, he recommended bet-
ter use of instructional time. Since it is unrealistic to expect students to move through the
curriculum at the same rate, individualizing instruction would improve ef“ciency.

Skinner believed that teaching required properly arranging reinforcement contin-
gencies. No new principles were needed in applying operant conditioning to educa-
tion. Instruction is more effective when (1) teachers present the material in small steps,
(2) learners actively respond rather than passively listen, (3) teachers give feedback im-
mediately following learners• responses, and (4) learners move through the material at
their own pace.

The basic process of instruction involves shaping. The goal of instruction (desired be-
havior) and the students• initial behavior are identi“ed. Substeps (behaviors) leading from
the initial behavior to the desired behavior are formulated. Each substep represents a
small modi“cation of the preceding one. Students are moved through the sequence using
various approaches including demonstrations, small-group work, and individual seat
work. Students actively respond to the material and receive immediate feedback.

This instructional approach involves specifying learners• present knowledge and de-
sired objectives in terms of what learners do. Desired behaviors often are speci“ed as be-
havioral objectives, to be discussed shortly. Individual differences are taken into account
by beginning instruction at learners• present performance levels and allowing them to
progress at their own rates. Given the prevailing teaching methods in our educational sys-
tem, these goals seem impractical: Teachers would have to begin instruction at different
points and cover material at different rates for individual students. Programmed instruc-
tion circumvents these problems: Learners begin at the point in the material correspon-
ding to their performance levels, and they progress at their own rates.

The remainder of this section describes some instructional applications that incorporate
behavioristic principles. Not all of these applications are derived from Skinner•s or other the-
ories covered in this chapter, but they all re”ect to some extent key ideas of behaviorism.

Behavioral Objectives

Behavioral objectivesare clear statements of the intended student outcomes of instruction.
Objectives can range from general to speci“c. General or vague objectives such as •improve
student awarenessŽ can be ful“lled by almost any kind of instruction. Conversely, objectives
that are too speci“c and document every minute change in student behavior are time con-
suming to write and can cause teachers to lose sight of the most important learning out-
comes. Optimal objectives fall somewhere between these extremes (Application 3.8).
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A behavioral objective describes what students do when demonstrating their achieve-
ments and how teachers know what students are doing (Mager, 1962). Four parts of a
good objective are:

� The speci“c group of students
� The actual behaviors students are to perform as a consequence of instructional ac-

tivities
� The conditions or contexts in which the students are to perform the behaviors
� The criteria for assessing student behaviors to determine whether objectives have

been met

A sample objective with the parts identi“ed is:

Given eight addition problems with fractions of unlike denominators (3), the fourth-grade
math student (1) will write the correct sums (2) for at least seven of them (4).

Behavioral objectives can help determine the important learning outcomes, which aid
in lesson planning and testing to assess learning. Formulating objectives also helps
teachers decide what content students can master. Given unit-teaching objectives and a
“xed amount of time to cover them, teachers can decide which objectives are important
and focus on them. Although objectives for lower-level learning outcomes (knowledge,
comprehension) are generally easier to specify, good behavioral objectives can be written
to assess higher-order outcomes (application, analysis, synthesis, evaluation) as well.

Research shows that students given behavioral objectives have better verbatim recall
of verbal information compared with students not provided with objectives (Faw & Waller,
1976; Hamilton, 1985). Objectives may cue students to process the information at the ap-
propriate level; thus, when students are given objectives requiring recall, they engage in

APPLICATION 3.8

Behavioral Objectives

As teachers prepare lesson plans, it is
important that they decide on speci“c
behavioral objectives and plan activities to
assist students in mastering these
objectives. Instead of an art teacher
planning a lesson with the objective, •Have
students complete a pen-and-ink drawing
of the front of the building,Ž the teacher
should decide on the major objective for
the students to master. Is it to use pen and
ink or to draw the front of the school
building? The objective may be better
stated as follows: •Have the students draw

the major lines of the front of the building
in correct perspective (materials/medium:
drawing paper, pens, ink).Ž

A kindergarten teacher writes that 
she wants •Students to go to art, music,
and physical education in an orderly
fashion.Ž For that age child, it would be
better if the teacher would spell out the
objective in more specific terms; for
example, •Students should move to other
classrooms by walking in a line without
talking and by keeping their hands to
themselves.Ž
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rehearsal and other strategies that facilitate that type of recall. Research also shows that
providing students with objectives does not enhance learning of material unrelated to the
objectives (Duchastel & Brown, 1974), which suggests that students may concentrate on
learning material relevant to the objectives and disregard other material.

The effect of objectives on learning depends on students• prior experience with them
and on how important they perceive the information to be. Training in using objectives or
familiarity with criterion-based instruction leads to better learning compared to the ab-
sence of such training or familiarity. When students can determine on their own what ma-
terial is important to learn, providing objectives does not facilitate learning. Informing stu-
dents of the objectives seems to be more important when students do not know what
material is important. Also, Muth, Glynn, Britton, and Graves (1988) found that text struc-
ture can moderate the effect of objectives on learning. Information made salient by being
in a prominent position (e.g., early in a text or highlighted) is recalled well, even when
objectives are not provided.

Learning Time

Operant theory predicts that environmental variables affect students• learning. One key
environmental variable is learning time.

Carroll (1963, 1965) formulated a model of school learning that places primary em-
phasis on the instructional variable of time spent learning. Students successfully learn to
the extent that they spend the amount of time they need to learn. Time means academi-
cally engaged time, or time spent paying attention and trying to learn. Although time is
an environmental (observable) variable, this definition is cognitive because it goes 
beyond a simple behavioral indicator of clock time. Within this framework, Carroll pos-
tulated factors that in”uence how much time learning requires and how much time is 
actually spent learning.

Time Needed for Learning. One in”uence on this factor is aptitude for learning the task.
Learning aptitude depends on the amount of prior task-relevant learning and on personal
characteristics such as abilities and attitudes. A second, related factor is ability to understand
instruction . This variable interacts with instructional method; for example, some learners
comprehend verbal instruction well, whereas others bene“t more from visual presentations.

Quality of instruction refers to how well the task is organized and presented to learn-
ers. Quality includes what learners are told about what they will learn and how they will
learn it, the extent to which they have adequate contact with the learning materials, and
how much prerequisite knowledge is acquired prior to learning the task. The lower the
quality of instruction, the more time learners require to learn.

Time Spent in Learning. Time allowed for learning is one in”uence on this factor. The
school curriculum includes so much content that time allotted for a particular type of learn-
ing is less than optimal for some students. When teachers present material to the entire class
at once, some learners are more likely to experience dif“culty grasping it and require addi-
tional instruction. When students are ability grouped, the amount of time devoted to differ-
ent content varies depending on the ease with which students learn.

A second in”uence is time the learner is willing to spend learning. Even when learn-
ers are given ample time to learn, they may not spend that time working productively.
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Whether due to low interest, high perceived task dif“culty, or other factors, students may
not be motivated to persist at a task for the amount of time they require to learn it. Carroll
incorporated these factors into a formula to estimate the degree of learning for any stu-
dent on a given task:

degree of learning � time spent/time needed

Ideally, students spend as much time as they need to learn (degree of learning �
1.0), but learners typically spend either more time (degree of learning � 1.0) or less time
(degree of learning � 1.0) than they require.

Carroll•s model highlights the importance of academic engaged time required for
learning and the factors in”uencing time spent and time needed to learn. The model in-
corporates valid psychological principles, but only at a general level as instructional or
motivational factors. It does not explore cognitive engagement in depth. Carroll (1989)
admitted that more research was needed to complete the details. As discussed in the next
section, mastery learning researchers, who have systematically investigated the time vari-
able, have provided greater speci“city.

In line with what Skinner (1968) contended, many educators have decried the way
that time is misspent (Zepeda & Mayers, 2006). The time variable is central to current dis-
cussions on ways to maximize student achievement. For example, the No Child Left
Behind Act of 2001 greatly expanded the role of the federal government in elementary
and secondary education (Shaul & Ganson, 2005). Although the act did not specify how
much time was to be devoted to instruction, its requirements for student achievement and
its accountability standards, combined with various writers calling for better use of time,
have led school systems to re-examine their use of time to ensure better student learning.

One consequence is that many secondary schools have abandoned the traditional six-
hour schedule in favor of block scheduling. Although there are variations, many use the
A/B block, in which classes meet on alternate days for longer periods per day. Presumably
block scheduling allows teachers and students to explore content in greater depth that
often was not possible with the traditional shorter class periods (e.g., 50 minutes).

Given that block scheduling still is relatively new, there is not a lot of research as-
sessing its effectiveness. In their review, Zepeda and Mayers (2006) found that block
scheduling may improve school climate and students• grade-point averages, but studies
showed inconsistent results for student attendance and scores on standardized tests. As
block scheduling becomes more common, we can expect more research that may clarify
these inconsistencies.

Another means for increasing time for learning is through out-of-school programs,
such as after-school programs and summer school. Compared with research on block
scheduling, research on the effects of out-of-school programs shows greater consistency.
In their review, Lauer et al. (2006) found positive effects for such programs on students•
reading and mathematics achievement; effects were larger for programs with enhance-
ments (e.g., tutoring). Mahoney, Lord, and Carryl (2005) found bene“ts of after-school pro-
grams on children•s academic performances and motivation; results were strongest for
children rated as highly engaged in the after-school program•s activities. Consistent with
Carroll•s model, we might conclude that out-of-school programs are successful to the ex-
tent that they focus on student learning and provide supports to encourage it.
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Mastery Learning

Carroll•s model predicts that if students vary in aptitude for learning a subject and if all re-
ceive the same amount and type of instruction, their achievement will differ. If the
amount and type of instruction vary depending on individual differences among learners,
then each student has the potential to demonstrate mastery; the positive relation between
aptitude and achievement will disappear because all students will demonstrate equal
achievement regardless of aptitudes.

These ideas form the basis of mastery learning (Anderson, 2003; Bloom, 1976;
Bloom, Hastings, & Madaus, 1971). Mastery learning incorporates Carroll•s ideas into a
systematic instructional plan that includes de“ning mastery, planning for mastery, teach-
ing for mastery, and grading for mastery (Block & Burns, 1977). Mastery learning contains
cognitive elements, although its formulation seems more behavioral in nature compared
with many current cognitive theories.

To de“ne mastery, teachers prepare a set of objectives and a “nal (summative) exam.
Level of mastery is established (e.g., where A students typically perform under traditional in-
struction). Teachers break the course into learning units mapped against course objectives.

Planning for mastery means teachers plan instructional procedures for themselves
and students to include corrective feedback procedures (formative evaluation). Such eval-
uation typically takes the form of unit mastery tests that set mastery at a given level (e.g.,
90%). Corrective instruction, which is used with students who fail to master aspects of the
unit•s objectives, is given in small-group study sessions, individual tutorials, and supple-
mental materials.

At the outset of teaching for mastery, teachers orient students to the mastery proce-
dures and provide instruction using the entire class, small groups, or individual seat work
activities. Teachers give the formative test and certify which students achieve mastery.
Students who fall short might work in small groups reviewing troublesome material, often
with the aid of peer tutors who have mastered the material. Teachers allow students time
to work on remedial materials along with homework. Grading for mastery includes a
summative (end-of-course) test. Students who score at or above the course mastery per-
formance level receive A grades; lower scores are graded accordingly.

The emphasis on student abilities as determinants of learning may seem uninteresting
given that abilities generally do not change much as a result of instructional interventions.
Bloom (1976) also stressed the importance of alterable variablesof schooling: cognitive
entry behaviors (e.g., student skills and cognitive processing strategies at the outset of in-
struction), affective characteristics (e.g., interest, motivation), and speci“c factors in”u-
encing the quality of instruction (e.g., student participation, type of corrective feedback).
Instructional interventions can improve these variables.

Reviews of the effect of mastery learning on student achievement are mixed. Block
and Burns (1977) generally found mastery learning more effective than traditional forms
of instruction. With college students, Péladeau, Forget, and Gagné (2003) obtained results
showing that mastery learning improved students• achievement, long-term retention, and
attitudes toward the course and subject matter. Kulik, Kulik, and Bangert-Drowns (1990)
examined more than 100 evaluations of mastery learning programs and found positive ef-
fects on academic performances and course attitudes among college, high school, and
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APPLICATION 3.9

Mastery Learning

A mastery learning approach can be
bene“cial in certain learning environments.
For example, in a remedial reading group for
secondary students, a well-organized mastery
learning program would allow students to
progress at their own rates. Students
motivated to make rapid progress are not
slowed down by this type of instruction, as
might happen if they are placed in a
traditional learning format. A key
requirement is to include a progression of
activities from easier to more dif“cult. The
program should have checkpoints at which
the students interact with the teacher so that
their progress is evaluated and reteaching or
special assistance is provided if needed.

Young children enter school with a wide
range of experiences and abilities. Mastery

learning can help teachers deal effectively
with the varying abilities and developmental
levels. Mastery learning techniques can be
implemented by using learning centers and
small groups. Children can be placed in the
different centers and groups according to
their current levels. Then they can move
through the various levels at their own rates.

Mastery learning also can build students•
self-ef“cacy for learning (Chapter 4). As they
note their progress in completing units, 
they are apt to believe they are capable of
further learning. Enhancing self-ef“cacy is
particularly important with remedial learners
who have encountered school failures and
doubt their capabilities to learn, as well as
for young children with limited experiences
and skills.

upper-grade elementary school learners. They also found that mastery learning may in-
crease the time students spend on instructional tasks. In contrast, Bangert, Kulik, and
Kulik (1983) found weaker support for mastery learning programs. They noted that mas-
tery-based instruction was more effective at the college level than at lower levels. Its ef-
fectiveness undoubtedly depends on the proper instructional conditions (e.g., planning,
teaching, grading) being established (Kulik et al., 1990).

Students participating in mastery instruction often spend more time in learning com-
pared with learners in traditional classes (Block & Burns, 1977). Given that time is at a
premium in schools, much mastery work„especially remedial efforts„must be accom-
plished outside of regular school hours. Most studies show smaller effects of mastery in-
struction on affective outcomes (e.g., interest in and attitudes toward the subject matter)
than on academic outcomes.

An important premise of mastery learning is that individual differences in student
learning decrease over time. Anderson (1976) found that when remedial students gained
experience with mastery instruction, they gradually required less extra time to attain mas-
tery because their entry-level skills improved. These results imply cumulative bene“ts of
mastery learning. There remains, however, the question of how much practice is enough
(Péladeau et al., 2003). Too much repetitive practice might negatively affect motivation,
which will not promote learning. These points require further research, but have important
instructional implications. Some examples of mastery learning are given in Application 3.9.
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Programmed Instruction

Programmed instruction (PI) refers to instructional materials developed in accordance
with operant conditioning principles of learning (O•Day, Kulhavy, Anderson, &
Malczynski, 1971). In the 1920s, Sidney Pressey designed machines to use primarily for
testing. Students were presented with multiple-choice questions, and they pressed a but-
ton corresponding to their choice. If students responded correctly, the machine presented
the next choice; if they responded incorrectly, the error was recorded and they continued
to respond to the item.

Skinner revived Pressey•s machines in the 1950s and modi“ed them to incorporate in-
struction (Skinner, 1958). These teaching machines presented students with material in
small steps (frames). Each frame required learners to make an overt response. Material
was carefully sequenced and broken into small units to minimize errors. Students re-
ceived immediate feedback on the accuracy of each response. They moved to the next
frame when their answer was correct. When it was incorrect, supplementary material was
provided. Although errors occurred, the programs were designed to minimize errors and
ensure that learners typically succeeded (Benjamin, 1988).

There are many bene“ts when students generally perform well, but as noted earlier,
research suggests that preventing errors may not be desirable. Dweck (1975) found that an
occasional failure increased persistence on dif“cult tasks more than did constant success.
Further, constant success is not as informative of one•s capabilities as is occasionally hav-
ing dif“culty because the latter highlights what one can and cannot do. This is not to sug-
gest that teachers should let students fail, but rather that under the proper circumstances
students can bene“t from tasks structured so that they occasionally encounter dif“culty.

PI does not require the use of a machine; a book by Holland and Skinner (1961) is an
example of PI. Today, however, most PI is computerized and many computer instruc-
tional programs incorporate principles of behavioral instruction.

PI incorporates several learning principles (O•Day et al., 1971). Behavioral objectives
specify what students should perform on completion of the instruction. The unit is subdi-
vided into sequenced frames, each of which presents a small bit of information and a test
item to which learners respond. Although a lot of material may be included in the pro-
gram, the frame-to-frame increments are small. Learners work at their own pace and re-
spond to questions as they work through the program. Responses may require learners to
supply words, provide numerical answers, or choose which of several statements best de-
scribes the idea being presented. Feedback depends on the learner•s response. If the
learner is correct, the next item is given. If the learner answers incorrectly, additional re-
medial information is presented and the item is tested in slightly different form.

Because PI re”ects shaping, performance increments are small and learners almost
always respond correctly. Linear and branching programs are distinguished according to
how they treat learner errors. Linear programs are structured in such a way that all stu-
dents proceed through them in the same sequence (but not necessarily at the same rate).
Regardless of whether students respond correctly or incorrectly to a frame, they move to
the next frame where they receive feedback on the accuracy of their answer. Programs
minimize errors by covering the same material in more than one frame and by prompting
student responses (Figure 3.4).
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Branching programs are set up so that students• movement through them depends
on how they answer the questions (Figure 3.5). Students who learn quickly skip frames
and bypass much of the repetition of linear programs, whereas slower learners receive
additional instruction. A disadvantage is that branching programs may not provide suf“-
cient repetition to ensure that all students learn concepts well.

Research suggests that linear and branching programs promote student learning
equally well and that PI is as effective as conventional classroom teaching (Bangert et al.,
1983; Lange, 1972). Whether PI is used instead of traditional instruction depends in part
on how well existing programs cover the required scope and sequence of instruction. PI
seems especially useful with students who demonstrate skill deficiencies; working
through programs provides remedial instruction and practice. PI also is useful for inde-
pendent study on a topic.

Programmed instruction in computer format is a type of computer-based instruc-
tion (CBI). Until a few years ago, CBI was the most common application of computer
learning in schools (Jonassen, 1996; today it is the Internet). CBI often is used for drills
and tutorials. Whereas drills review information, tutorials are interactive: They present
information and feedback to students and respond based on students• answers (e.g.,
branching programs).

Correct!  It is called an iambic foot.

Frame 1

Section 2: Rhyme

In this section you will:

Frame 3

Frame 2

Frame 4

You have now completed Quiz 1 
of Section 1: Rhythm.

You answered 4 out of 5 questions correctly.

To "rhyme" means to sound alike at the end. 
Look at the examples below. Read them aloud
if you wish.

accent
pattern
iamb
prosody

CONTINUE CONTINUE

€
€
€

learn the definition of "rhyme,"
learn some uses of rhyme in poetry, and
practice identifying rhyming words.

CONTINUE CONTINUE

2. "Clue" rhymes with "renew," "through," and "two."

1. "Bite" rhymes with "sight," "kite," and "unite."

x

When a poetic foot consists of an 
unstressed syllable followed by a
stressed syllable, it is called a(n)

Q5.

.

Figure 3.4
Frames from a linear program.
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Frame 3

You have completed
SECTION 1: VOCABULARY

What would you like to do next?

Repeat Section 1
See summary of Section 1
Go on to Section 2
MAIN MENUx

Frame 4

MAIN MENU

Section 1:
Section 2:
Section 3:
Section 4:
Section 5:
Section 6:
QUIT

VOCABULARY
CAUSES OF FLOODING
CONSEQUENCES OF FLOODING
FLOOD CONTROL
SIMULATION
CONSEQUENCES OF CONTROL

Frame 1

upstream
downstream
reservoir
spillway
floodgate

x

When the
opened water flowed through the dam.

Q5. was

PLEASE TRY AGAIN

No. "Upstream" is the
direction against the flow of
water in a river.  The correct
answer is a part of a dam.

Frame 2

downstream
reservoir
spillway
floodgatex

When the
opened water flowed through the dam.

Q5. was

CONTINUE

That is correct.  The
floodgate lets water go
through the dam.

Figure 3.5
Frames from a branching program.
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Studies investigating CBI in college courses yield beneficial effects on students•
achievement and attitudes (Kulik, Kulik, & Cohen, 1980). Several CBI features are “rmly
grounded in learning theory and research. Computers command students• attention and
provide immediate feedback, which can be of a type typically not given in class (e.g.,
how present performances compare with prior performances to highlight progress).
Computers individualize content and rate of presentation.

Although drills and tutorials place strict limitations on how students interact with ma-
terial, one advantage of CBI is that it can be personalized: Students enter information
about themselves, parents, and friends, which is then included in the instructional pres-
entation. Personalization can produce higher achievement than other formats (Anand &
Ross, 1987; Ross, McCormick, Krisak, & Anand, 1985). Anand and Ross (1987) gave ele-
mentary children instruction in dividing fractions according to one of three problem for-
mats (abstract, concrete, personalized):

(Abstract) There are three objects. Each is cut in half. In all, how many pieces would 
there be?

(Concrete) Billy had three candy bars. He cut each of them in half. In all, how many
pieces of candy did Billy have?

(Personalized for Joseph) Joseph•s teacher, Mrs. Williams, surprised him on December 15
when she presented Joseph with three candy bars. Joseph cut each one of them in half so that
he could share the birthday gift with his friends. In all, how many pieces of candy did Joseph
have? (pp. 73…74)

The personalized format led to better learning and transfer than the abstract format and
to more positive attitudes toward instruction than the concrete format.

Contingency Contracts

A contingency contract is an agreement between teacher and student specifying what
work the student will accomplish and the expected outcome (reinforcement) for success-
ful performance (Homme, Csanyi, Gonzales, & Rechs, 1970). A contract can be made ver-
bally, although it usually is written. Teachers can devise the contract and ask if the stu-
dent agrees with it, but it is customary for teacher and student to formulate it jointly. An
advantage of joint participation is that students may feel more committed to ful“lling the
contract•s terms. When people participate in goal selection, they often are more commit-
ted to attaining the goal than when they are excluded from the selection process (Locke
& Latham, 1990).

Contracts specify goals or expected outcomes in terms of particular behaviors to be
displayed. The •contingencyŽ is the expected outcome, which often can be reduced to, •If
you do this, then you will receive that.Ž The behaviors should be speci“c„for example,
•I will complete pages 1…30 in my math book with at least 90% accuracy,Ž or •I will stay
in my seat during reading period.Ž General behaviors (e.g., •I will work on my mathŽ or
•I will behave appropriatelyŽ) are unacceptable. With young children, time frames should
be brief; however, objectives can cover more than one time, such as successive 30-minute
periods or during each social studies period for one week. Contracts may include aca-
demic and nonacademic behaviors (Application 3.10).
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APPLICATION 3.10

Contingency Contracting

Developing contracts with students and monitoring progress is time consuming.
Fortunately, most learners do not require contracts to behave appropriately or accomplish
work. Contracts seem especially helpful as a means of assisting students to work on as-
signments more productively. A lengthy, long-term assignment can be subdivided into a
series of short-term goals with due dates. This type of plan helps students keep up with
the work and turn in material on time.

Contracts are based on the principle that goals that are speci“c, temporally close at
hand, and dif“cult but attainable will maximize performance (Schunk, 1995). Contracts
also convey information to students about their progress in completing the task. Such in-
formation on progress raises student motivation and achievement (Locke & Latham,
1990). Contracts should promote achievement if they reinforce student progress in learn-
ing or in accomplishing more on-task behavior.

A contingency contract represents a
systematic application of reinforcement
principles to change behavior. It can be
used to change any type of behavior, such
as completing work, not disrupting the
class, and participating in discussions.
When developing a contract, a teacher
should make sure that the reward is
something that interests and motivates the
students.

Assume that Kathy Stone has tried
unsuccessfully to apply several motivational
techniques to encourage James, a student
in her class, to complete work in language
arts. She and James might jointly develop a
contract to address the inappropriate
behaviors. They should discuss the
problem, identify the desired behavior, and
list the consequences and time frame for
ful“ lling the terms of the contract. A
sample contract might be as follows:

Contract for the Week of January 9…13

I will complete my language arts seat work
with 80% accuracy in the time allotted
during class.

If I complete my seat work, I will be
allowed to participate in a learning center
activity.

If I do not complete my seat work, I will
miss recess and complete my work at that
time.

Monday:
_____ Completed _____ Not completed

Tuesday:
_____ Completed _____ Not completed

Wednesday:
_____ Completed _____ Not completed

Thursday:
_____ Completed _____ Not completed

Friday:
_____ Completed _____ Not completed

Bonus: If I complete my work three
out of “ve days, I will be able to work in
the computer lab for 30 minutes on Friday
afternoon.

_____________ _____________
Student Teacher
Signature/Date Signature/Date
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SUMMARY

Behaviorism„as expressed in conditioning theories„dominated the psychology of
learning for the first half of the twentieth century. These theories explain learning in
terms of environmental events. Mental processes are not necessary to explain the acqui-
sition, maintenance, and generalization of behavior.

The learning theories of Thorndike, Pavlov, and Guthrie are of historical importance.
Although these theories differ, each views learning as a process of forming associations
between stimuli and responses. Thorndike believed that responses to stimuli are strength-
ened when followed by satisfying consequences. Pavlov experimentally demonstrated
how stimuli could be conditioned to elicit responses by being paired with other stimuli.
Guthrie hypothesized that a contiguous relation between stimulus and response estab-
lished their pairing. Although these theories are no longer viable in their original form,
many of their principles are evident in current theoretical perspectives. These theories
and the research they generated helped to establish the psychology of learning as a legit-
imate area of study.

Operant conditioning„the learning theory formulated by B. F. Skinner„is based on
the assumption that features of the environment (stimuli, situations, events) serve as cues
for responding. Reinforcement strengthens responses and increases their future likeli-
hood of occurring when the stimuli are present. It is not necessary to refer to underlying
physiological or mental states to explain behavior.

The basic operant conditioning model is a three-term contingency involving a dis-
criminative stimulus (antecedent), response (behavior), and reinforcing stimulus (conse-
quence). The consequences of behaviors determine the likelihood that people will re-
spond to environmental cues. Consequences that are reinforcing increase behavior;
consequences that are punishing decrease behavior. Some other important operant con-
ditioning concepts are extinction, generalization, discrimination, primary and secondary
reinforcers, reinforcement schedules, and the Premack Principle.

Shaping is the process used to alter behavior. Shaping involves reinforcing suc-
cessive approximations of the desired behavior toward its desired form or frequency
of occurrence. Complex behaviors are formed by chaining together simple behaviors
in successive three-term contingencies. Behavior modification programs have been
commonly applied in diverse contexts to promote adaptive behaviors. Self-regulation
is the process of bringing one•s behaviors under self-selected stimulus and reinforce-
ment control.

The generality of operant conditioning principles has been challenged by cognitive
theorists who contend that by ignoring mental processes, operant conditioning offers an
incomplete account of human learning. Stimuli and reinforcement may explain some
human learning, but much research shows that to explain learning„and especially
higher-order and complex learning„we must take into account people•s thoughts, be-
liefs, and feelings.

Operant principles have been applied to many aspects of teaching and learning.
These principles can be seen in applications involving behavioral objectives, learning time,
mastery learning, programmed instruction, and contingency contracts. Research evidence



generally shows positive effects of these applications on student achievement. Regardless
of theoretical orientation, one can apply behavioral principles to facilitate student learning
and achievement.

A summary of the learning issues (Chapter 1) for conditioning theories appears in
Table 3.6.
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Table 3.6
Summary of learning issues.

How Does Learning Occur?

The basic model of operant learning is expressed by the three-term contingency: SD � R � SR.
A response is performed in the presence of a discriminative stimulus and is followed by a rein-
forcing stimulus. The likelihood of the R being performed in the future in the presence of that SD

is increased. To build complex behaviors requires shaping, which consists of chains of three-term
contingencies, where gradual approximations to the desired form of behavior are successively
reinforced. Factors affecting learning are developmental status and reinforcement history. For
conditioning to occur, one must have the physical capabilities to perform the behaviors. The 
responses that one makes in given situations depend on what one has been reinforced for
doing in the past.

What Is the Role of Memory?

Memory is not explicitly addressed by conditioning theories. These theories do not study internal
processes. Responses to given stimuli are strengthened through repeated reinforcement. This
response strengthening accounts for present behavior.

What Is the Role of Motivation?

Motivation is an increase in the quantity or rate of behavior. No internal processes are used to
explain motivation. The increase in quantity or rate can be explained in terms of reinforcement
history. Certain schedules of reinforcement produce higher rates of responding than others.

How Does Transfer Occur?

Transfer, or generalization, occurs when one responds in an identical or similar fashion to stimuli
other than the ones that were used in conditioning. At least some of the elements in the transfer
setting must be similar to those in the conditioning setting for transfer to occur.

Which Processes Are Involved in Self-Regulation?

The key processes are self-monitoring, self-instruction, and self-reinforcement. One decides
which behaviors to regulate, establishes discriminative stimuli for their occurrence, participates
in instruction (often in computer-based form), monitors performance and determines whether it
matches the standard, and administers reinforcement.

What Are the Implications for Instruction?

Learning requires establishing responses to discriminative stimuli. Practice is needed to
strengthen responses. Complex skills can be established by shaping progressive, small approxi-
mations to the desired behavior. Instruction should have clear, measurable objectives, proceed
in small steps, and deliver reinforcement. Mastery learning, computer-based instruction, and
contingency contracts are useful ways to promote learning.
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4
Social Cognitive Theory

The girls• tennis team of Westbrook High School is practicing after school. The team
has played a few matches; they are playing well, but some improvements are
needed. Coach Sandra Martin is working with Donnetta Awalt, the number four
singles player. Donnetta•s overall game is good, but lately she has been hitting
many of her backhands into the net. Coach Martin asks Donnetta to hit backhands
to her as she hits balls to Donnetta.

Donnetta: This is impossible. I just can•t do it.

Coach Martin: Sure you can. You•ve been able to hit backhands before, and you
will again.

Donnetta: Then what do I do?

Coach Martin: I see that you are swinging down during your backhand. By swinging
downward you•re almost guaranteeing that you•ll hit the ball into the
net. We need for you to develop more of an upward swing. Come
over here please, and I•ll demonstrate (Coach Martin demonstrates
Donnetta•s swing and then an upward swing and points out the
differences). Now you try it, slowly at “rst. Do you feel the difference?

Donnetta: Yes. But from where should I start my swing? How far back and
how low down?

Coach Martin: Watch me again. Adjust your grip like this before hitting a
backhand (Coach Martin demonstrates grip). Get into position,
about like this relative to the ball (Coach Martin demonstrates).
Now start your backhand like this (Coach Martin demonstrates) and
bring it through like this (Coach Martin demonstrates). You see
you•re actually swinging upward, not downward.

Donnetta: OK, that feels better (practices). Can you hit some to me?

Coach Martin: Sure. Let•s try it, slowly at “rst, then we•ll pick up speed (they
practice for several minutes). That•s good. I•ve got a book I want
you to take home and look at the section on backhands. There are
some good pictures in there with explanations of what I•ve been
teaching you this afternoon.

Chapter
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Donnetta: Thanks, I will. I really felt I couldn•t do this anymore, so I•ve been
trying to avoid hitting backhands in matches. But now I•m feeling
more con“dent.

Coach Martin: That•s good. Keep thinking like that and practicing and you may be
able to move up to number three singles.

The preceding chapter focused on condition-
ing theories (behaviorism), which held sway in
the field of learning for the first half of the
twentieth century. Beginning in the late 1950s
and early 1960s, these theories were chal-
lenged on many fronts. Their in”uence waned
to the point where today the major theoretical
perspectives are cognitive.

One of the major challenges to behavior-
ism came from studies on observational learn-
ing conducted by Albert Bandura and his col-
leagues. A central “nding of this research was
that people could learn new actions merely by
observing others perform them. Observers did
not have to perform the actions at the time of
learning. Reinforcement was not necessary for
learning to occur. These “ndings disputed cen-
tral assumptions of conditioning theories.

This chapter covers social cognitive theory,
which stresses the idea that much human
learning occurs in a social environment. By
observing others, people acquire knowledge,
rules, skills, strategies, beliefs, and attitudes.
Individuals also learn from models the useful-
ness and appropriateness of behaviors and the
consequences of modeled behaviors, and they
act in accordance with beliefs about their ca-
pabilities and the expected outcomes of their
actions. The opening scenario portrays an in-
structional application of modeling.

The focus of this chapter is on Bandura•s
(1986, 1997, 2001) social cognitive theory.
Bandura was born in Alberta, Canada, in
1925. He received his doctorate in clinical
psychology from the University of Iowa,
where he was influenced by Miller and
Dollard•s (1941) Social Learning and
Imitation (discussed later in this chapter).

After arriving at Stanford University in the
1950s, Bandura began a research program ex-
ploring the influences on social behavior. He
believed that the conditioning theories in
vogue at that time offered incomplete expla-
nations of the acquisition and performance of
prosocial and deviant behaviors:

Indeed, most prior applications of learning
theory to issues concerning prosocial and de-
viant behavior . .  . have suffered from the fact
that they have relied heavily on a limited range
of principles established on the basis of, and
mainly supported by, studies of animal learn-
ing or human learning in one-person situa-
tions. (Bandura & Walters, 1963, p. 1)

Bandura formulated a comprehensive the-
ory of observational learning that he has ex-
panded to encompass acquisition and perfor-
mance of diverse skills, strategies, and
behaviors. Social cognitive principles have
been applied to the learning of cognitive,
motor, social, and self-regulation skills, as well
as to the topics of violence (live, filmed),
moral development, education, health, and so-
cietal values (Zimmerman & Schunk, 2003).

Bandura is a prolific writer. Beginning
with the book Social Learning and Personality
Development, written in 1963 with Richard
Walters, he has authored several other books,
including Principles of Behavior Modification
(1969), Aggression: A Social Learning Analysis
(1973), Social Learning Theory(1977b), and
Social Foundations of Thought and Action: A
Social Cognitive Theory(1986). With the publi-
cation of Self-Ef“cacy: The Exercise of Control
(1997), Bandura extended his theory to ad-
dress ways people seek control over important
events of their lives through self-regulation of
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their thoughts and actions. The basic processes
involve setting goals, judging anticipated out-
comes of actions, evaluating progress toward
goals, and self-regulating thoughts, emotions,
and actions. As Bandura (1986) explained:

Another distinctive feature of social cognitive the-
ory is the central role it assigns to self-regulatory
functions. People do not behave just to suit the
preferences of others. Much of their behavior is
motivated and regulated by internal standards
and self-evaluative reactions to their own actions.
After personal standards have been adopted,
discrepancies between a performance and the
standard against which it is measured activate
evaluative self-reactions, which serve to in”uence
subsequent behavior. An act, therefore, includes
among its determinants self-produced in”uences.
(Bandura, 1986, p. 20)

This chapter discusses the conceptual
framework of social cognitive theory, along with
its underlying assumptions about the nature of
human learning and behavior. A signi“cant por-
tion of the chapter is devoted to modeling
processes. The various in”uences on learning
and performance are described, and motiva-
tional in”uences are discussed with special em-
phasis on the critical role of self-ef“cacy. Some
instructional applications that re”ect social cog-
nitive learning principles are provided.

When you “nish studying this chapter, you
should be able to do the following:

� Describe and exemplify the process of
triadic reciprocal causality.

� Distinguish between enactive and vicari-
ous learning and between learning and
performance.

� Explain the role of self-regulation in so-
cial cognitive theory.

� De“ne and exemplify three functions of
modeling.

� Discuss the processes of observational
learning.

� Explain the various factors that affect
observational learning and performance.

� Discuss the motivational properties of
goals, outcome expectations, and values.

� De“ne self-ef“cacy and explain its causes
and effects in learning settings.

� Discuss how features of models (e.g.,
peers, multiple, coping) affect self-ef“cacy
and learning.

� Describe some educational applications
that re”ect social cognitive theoretical
principles.

CONCEPTUAL FRAMEWORK FOR LEARNING

Social cognitive theory makes some assumptions about learning and the performance of
behaviors. These assumptions address the reciprocal interactions among persons, be-
haviors, and environments; enactive and vicarious learning (i.e., how learning occurs);
the distinction between learning and performance; and the role of self-regulation
(Zimmerman & Schunk, 2003).

Reciprocal Interactions

Bandura (1982a, 1986, 2001) discussed human behavior within a framework of triadic
reciprocality, or reciprocal interactions among behaviors, environmental variables, and
personal factors such as cognitions (Figure 4.1). These interacting determinants can be il-
lustrated using perceived self-ef“cacy, or beliefs concerning one•s capabilities to organize
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and implement actions necessary to learn or perform behaviors at designated levels
(Bandura, 1982b, 1986, 1997). With respect to the interaction of self-ef“cacy (personal
factor) and behavior, research shows that self-ef“cacy beliefs in”uence such achievement
behaviors as choice of tasks, persistence, effort expenditure, and skill acquisition (person
� behavior; Schunk, 1991, 2001; Schunk & Pajares, 2002). Notice in the opening scenario
that Donnetta•s low self-ef“cacy led her to avoid hitting backhands in matches. In turn,
students• actions modify their self-efficacy. As students work on tasks, they note their
progress toward their learning goals (e.g., completing assignments, “nishing sections of a
term paper). Such progress indicators convey to students that they are capable of per-
forming well and enhance their self-ef“cacy for continued learning (behavior � person).

Research on students with learning disabilities has demonstrated the interaction be-
tween self-ef“cacy and environmental factors. Many such students hold a low sense of
self-ef“cacy for performing well (Licht & Kistner, 1986). Individuals in students• social en-
vironments may react to students based on attributes typically associated with students
with learning disabilities (e.g., low self-ef“cacy) rather than on the individuals• actual abil-
ities (person � environment). Some teachers, for example, judge such students less ca-
pable than students without disabilities and hold lower academic expectations for them,
even in content areas where students with learning disabilities are performing adequately
(Bryan & Bryan, 1983). In turn, teacher feedback can affect self-ef“cacy (environment �
person). When a teacher tells a student, •I know you can do this,Ž the student likely will
feel more con“dent about succeeding.

Students• behaviors and classroom environments influence one another in many
ways. Consider a typical instructional sequence in which the teacher presents information
and asks students to direct their attention to the board. Environmental in”uence on be-
havior occurs when students look at the board without much conscious deliberation (en-
vironment � behavior). Students• behaviors often alter the instructional environment. If
the teacher asks questions and students give the wrong answers, the teacher may reteach
some points rather than continue the lesson (behavior � environment).

The model portrayed in Figure 4.1does not imply that the directions of influence
are always the same. At any given time, one factor may predominate. When environ-
mental influences are weak, personal factors predominate. For instance, students al-
lowed to write a report on a book of their choosing will select one they enjoy.
However, a person caught in a burning house is apt to evacuate quickly; the environ-
ment dictates the behavior.

Much of the time the three factors interact. As a teacher presents a lesson to the class,
students think about what the teacher is saying (environment influences cognition„a
personal factor). Students who do not understand a point raise their hands to ask a ques-
tion (cognition in”uences behavior). The teacher reviews the point (behavior in” uences

Person

Environment

BehaviorFigure 4.1
Triadic reciprocality model of causality.
Source: Social Foundations of Thought and Action

by A. Bandura, © 1986. Reprinted by permission

of Pearson Education, Inc. Upper Saddle River, NJ.
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environment). Eventually the teacher gives students work to accomplish (environment in-
”uences cognition, which in”uences behavior). As students work on the task, they be-
lieve they are performing it well (behavior in”uences cognition). They decide they like
the task, ask the teacher if they can continue to work on it, and are allowed to do so
(cognition in”uences behavior, which in” uences environment).

Enactive and Vicarious Learning

In social cognitive theory:
Learning is largely an information processing activity in which information about the
structure of behavior and about environmental events is transformed into symbolic
representations that serve as guides for action. (Bandura, 1986, p. 51)

Learning occurs either enactively through actual doing or vicariously by observing mod-
els perform (e.g., live, symbolic, portrayed electronically).

Enactive learning involves learning from the consequences of one•s actions.
Behaviors that result in successful consequences are retained; those that lead to failures
are re“ned or discarded. Conditioning theories also say that people learn by doing, but so-
cial cognitive theory provides a different explanation. Skinner (1953) noted that cognitions
may accompany behavioral change but do not in”uence it (Chapter 3). Social cognitive
theory contends that behavioral consequences, rather than strengthening behaviors as pos-
tulated by conditioning theories, serve as sources of information and motivation.
Consequences inform people of the accuracy or appropriateness of behavior. People who
succeed at a task or are rewarded understand that they are performing well. When people
fail or are punished, they know that they are doing something wrong and may try to cor-
rect the problem. Consequences also motivate people. People strive to learn behaviors
they value and believe will have desirable consequences, whereas they avoid learning be-
haviors that are punished or otherwise not satisfying. People•s cognitions, rather than con-
sequences, affect learning.

Much human learning occurs vicariously, or without overt performance by the
learner, at the time of learning. Common sources of vicarious learning are observing or
listening to models who are live (appear in person), symbolic or nonhuman (e.g., tele-
vised talking animals, cartoon characters), electronic (e.g., television, computer, video-
tape, DVD), or in print (e.g., books, magazines). Vicarious sources accelerate learning
over what would be possible if people had to perform every behavior for learning to
occur. Vicarious sources also save people from personally experiencing negative conse-
quences. We learn that poisonous snakes are dangerous through teaching by others,
reading books, watching “lms, and so forth, rather than by experiencing the unpleasant
consequences of their bites!

Learning complex skills typically occurs through a combination of observation and
performance. Students first observe models explain and demonstrate skills, then prac-
tice them. This sequence is evident in the opening scenario, where the coach explains
and demonstrates and Donnetta observes and practices. Aspiring golfers, for example,
do not simply watch professionals play golf; rather, they engage in much practice and
receive corrective feedback from instructors. Students observe teachers explain and
demonstrate skills. Through observation, students often learn some components of a
complex skill and not others. Practice gives teachers opportunities to provide corrective
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feedback to help students perfect their skills. As with enactive learning, response con-
sequences from vicarious sources inform and motivate observers. Observers are more
apt to learn modeled behaviors leading to successes than those resulting in failures.
When people believe that modeled behaviors are useful, they attend carefully to mod-
els and mentally rehearse the behaviors.

Learning and Performance

Social cognitive theory distinguishes between new learning and performance of previ-
ously learned behaviors. Unlike conditioning theories, which contend that learning in-
volves connecting responses to stimuli or following responses with consequences, social
cognitive theory asserts that learning and performance are distinct processes. Although
much learning occurs by doing, we learn a great deal by observing. Whether we ever
perform what we learn depends on factors such as our motivation, interest, incentives to
perform, perceived need, physical state, social pressures, and type of competing activi-
ties. Reinforcement, or the belief that it will be forthcoming, affects performance rather
than learning.

Years ago, Tolman and Honzik (1930) experimentally demonstrated the
learning…performance distinction. These researchers investigated latent learning, which
is observational learning in the absence of a goal or reinforcement. Two groups of rats
were allowed to wander through a maze for 10 trials. One group always was fed in the
maze, whereas the other group was never fed. Rats fed in the maze quickly reduced
their time and number of errors in running the maze, but time and errors for the other
group remained high. Starting on the 11th trial, some rats from the nonreinforced group
received food for running the maze. Both their time and number of errors quickly
dropped to the levels of the group that always had been fed; the running times and error
rates for rats that remained nonreinforced did not change. Rats in the nonreinforced
group had learned features of the maze by wandering through it without reinforcement.
When food was introduced, the latent learning quickly displayed itself.

Some school activities (e.g., review sessions) involve performance of previously
learned skills, but much time is spent on learning. By observing teacher and peer
models, students acquire knowledge they may not demonstrate at the time of learn-
ing. For example, students might learn in school that skimming is a useful procedure
for acquiring the gist of a written passage and might learn a strategy for skimming,
but may not employ that knowledge to promote learning until they are at home read-
ing a text.

Self-Regulation

A key assumption of social cognitive theory is that people desire •to control the events that
affect their livesŽ and to perceive themselves as agents (Bandura, 1997, p. 1). This sense of
agency manifests itself in intentional acts, cognitive processes, and affective processes.
Perceived self-ef“cacy(discussed later in this chapter) is a central process affecting one•s
sense of agency. Other key processes (also discussed in this chapter) are outcome expecta-
tions, values, goal setting, self-evaluation of goal progress, and cognitive modeling and self-
instruction.
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Central to this conception of personal agency is self-regulation (self-regulated learn-
ing), or the process whereby individuals activate and sustain behaviors, cognitions, and
affects, which are systematically oriented toward the attainment of goals (Zimmerman &
Schunk, 2001). By striving to self-regulate important aspects of their lives, individuals at-
tain a greater sense of personal agency. In learning situations, self-regulation requires that
learners have choices; for example, in what they do and how they do it. Choices are not
always available to learners, as when teachers control many aspects by giving students an
assignment and spelling out the parameters. When all or most task aspects are controlled,
it is accurate to speak of external regulation or regulation by others. The potential for self-
regulation varies depending on choices available to learners.

An early social cognitive perspective viewed self-regulation as comprising three
processes: self-observation (or self-monitoring), self-judgment, and self-reaction (Bandura,
1986; Kanfer & Gaelick, 1986). Students enter learning activities with such goals as acquir-
ing knowledge and problem-solving strategies, “nishing workbook pages, and completing
experiments. With these goals in mind, students observe, judge, and react to their per-
ceived progress.

Zimmerman (1998, 2000) expanded this early view by proposing that self-regulation
encompasses three phases: forethought, performance control, and self-re”ection. The fore-
thought phase precedes actual performance and comprises processes that set the stage for
action. The performance control phase involves processes that occur during learning and
affect attention and action. During the self-re”ection phase, which occurs after perfor-
mance, people respond behaviorally and mentally to their efforts. Zimmerman•s model re-
”ects the cyclical nature of triadic reciprocality, or the interaction of personal, behavioral,
and environmental factors. It also expands the classical view, which covers task engage-
ment, because it includes behaviors and mental processes that occur before and after en-
gagement. The social cognitive theoretical perspective on self-regulation is covered in
greater depth in Chapter 9.

MODELING PROCESSES

Modeling„a critical component in social cognitive theory„refers to behavioral, cogni-
tive, and affective changes deriving from observing one or more models (Rosenthal &
Bandura, 1978; Schunk, 1987, 1998; Zimmerman, 1977). Historically, modeling was
equated with imitation , but modeling is a more inclusive concept. Some historical work
is covered next to provide a background against which the signi“cance of modeling re-
search by Bandura and others can be appreciated.

Theories of Imitation

Throughout history, people have viewed imitation as an important means of transmitting
behaviors (Rosenthal & Zimmerman, 1978). The ancient Greeks used the term mimesisto
refer to learning through observation of the actions of others and of abstract models ex-
emplifying literary and moral styles. Other perspectives on imitation relate it to instinct,
development, conditioning, and instrumental behavior (Table 4.1).
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Instinct. At the beginning of the twentieth century, the dominant scienti“c view was that
people possessed a natural instinct to imitate the actions of others (James, 1890; Tarde,
1903). James believed that imitation was largely responsible for socialization, but he did
not explain the process by which imitation occurs. McDougall (1926) restricted his de“ni-
tion of imitation to the instinctive copying by one person of the actions of another.

Behaviorists rejected the instinct notion (and thus it became discarded) because it as-
sumed the existence of an internal drive, and possibly a mental image, intervening be-
tween a stimulus (action of another person) and response (copying of that action).
Watson (1924) believed that people•s behaviors labeled •instinctiveŽ resulted largely from
training and therefore were learned.

Development. Piaget (1962) offered a different view of imitation. He believed that human
development involved the acquisition of schemes (schemas), or cognitive structures that
underlie and make possible organized thought and action (Flavell, 1985). Thoughts and
actions are not synonymous with schemes; they are overt manifestations of schemes.
Schemes available to individuals determine how they react to events. Schemes reflect
prior experiences and comprise one•s knowledge at any given time.

Schemes presumably develop through maturation and experiences slightly more ad-
vanced than one•s existing cognitive structures. Imitation is restricted to activities corre-
sponding to existing schemes. Children may imitate actions they understand, but they
should not imitate actions incongruent with their cognitive structures. Development,
therefore, must precede imitation.

This view severely limits the potential of imitation to create and modify cognitive
structures. Further, there is little empirical support for this developmental position
(Rosenthal & Zimmerman, 1978). In an early study, Valentine (1930b) found that infants
could imitate actions within their capabilities that they had not previously performed.
Infants showed a strong tendency to imitate unusual actions commanding attention. The
imitation was not always immediate, and actions often had to be repeated before infants
would imitate them. The individual performing the original actions was important: Infants
were most likely to imitate their mothers. These and results from subsequent research
show that imitation is not a simple re”ection of developmental level but rather may serve
an important role in promoting development (Rosenthal & Zimmerman, 1978).

Table 4.1
Theories of imitation.

View Assumptions

Instinct Observed actions elicit an instinctive drive to copy those actions.

Development Children imitate actions that “t with existing cognitive structures.

Conditioning Behaviors are imitated and reinforced through shaping. Imitation be-
comes a generalized response class.

Instrumental behavior Imitation becomes a secondary drive through repeated reinforcement
of responses matching those of models. Imitation results in drive 
reduction.














































































































































































































































































































































































































































































































































































































































































































































































































































































































